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ABSTRACT

Tools designed for extracting main content from web pages require
thorough evaluation. However, existing benchmarks dispropor-
tionately represent English-language datasets. As a consequence,
previous studies have demonstrated that while these extractors are
well-optimized for English, their effectiveness diminishes partially
or entirely in other languages. This study reproduces and extends
recent benchmarks for main content extractors by incorporating
multilingual datasets as a key consideration. We analyze extractor
performance across five languages - Greek, English, Polish, Russian,
and Chinese - highlighting the need to adapt extraction models to
linguistic variations to enhance their overall effectiveness.
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1 INTRODUCTION

With over 1.93 billion websites in 2023 and nearly 5 billion Internet
users worldwide, the web has evolved into a central repository of
humanity’s accumulated knowledge. Search engines and indexing
tools have emerged to organize this vast content by relevance. To
enhance user experience, some browsers now incorporate reading
modules - both visual and audio - to filter out superfluous elements,
even offering accessibility features for visually impaired users.
Isolating the main content of web pages allows to extract mean-
ingful content, making the web a valuable resource for high-quality
data. However, in addition to the primary content, there is a certain
amount of boilerplate, including navigation menus, footers, and ad-
vertisements. According to Bevendorff et al. [1], main content refers
to the central article content (if present) or any non-redundant ma-
terial on a website. Comments are considered external to this defi-
nition as they are neither central content nor site-wide redundant
structures such as navigation menus. Alternatively, main content
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can be defined as the user’s expected information when visiting a
web page, with everything else categorized as boilerplate.

Main content extractors use either heuristic-based or machine
learning-based approaches. Heuristic methods rely on predefined
rules, analyzing HTML structures like tag and content density,
making them efficient but dependent on human expertise, as seen
in tools like READABILITY and TRAFILATURA [2]. In contrast, ma-
chine learning-based extractors use classification models to identify
content, leveraging text patterns and structural features, as seen
in BOILERPIPE [3] and BOILERNET [4]. While these models can be
more accurate, they require labeled training data and are computa-
tionally expensive. Each approach has trade-offs between efficiency,
accuracy, and adaptability.

When evaluating content extractors, studies have found that
tool performance varies significantly based on language and HTML
structure [5]. Indeed, most extractors are optimized for English, as
there exists a wide range of English-language datasets for evalu-
ation, and thus perform well in that language but struggle with
multilingual or non-English pages.

In order to consider the multilingual aspect of main content
extraction and confirm previous findings in the field, we repro-
duced the experiments from the web Content Extraction Bench-
mark (WCEB) [1] in a multilingual setting. First, we discovered
inconsistencies in the benchmark datasets, regarding the presence
of comments in the gold standard, that can bias current conclusions.
Second, we added the multilingual dataset DAnIEL! [6] in order to
show the impact of language on this task, specifically focusing on
majority and under-represented languages such as Greek, English,
Polish, Russian and Chinese.

Our findings highlight the need to adapt extraction models to
linguistic variations. By incorporating four additional languages to
English, we observed structural differences, such as sentence length,
which had a notable impact on extractor performance. While these
variations occasionally improved results (e.g., in Greek), they more
often led to performance declines. Our study also found that web
page complexity is not a strong indicator of extraction effectiveness.

2 RELATED WORK

2.1 Heuristic and Machine Learning Extractors

Main content extractors use two kinds of approaches, based on
heuristics or machine learning. Heuristic-based extractors rely on
predefined assumptions about the structure of web pages. In order
to identify the main content, these approaches often analyze HTML
structure, such as tag density, content density, and link presence.
They are computationally efficient and require no training data but
depend heavily on human expertise to craft these rules. Examples
include READABILITY??, which uses handcrafted rules to optimize
extraction for article-like pages, TRAFILATURA [2], which combines
XPath queries with fallbacks and tools such as jusTEXT [7].

Uhttps://github.com/rundimeco/waddle/tree/master/corpora/Corpus_daniel_v2.1
Zhttps://github.com/masukomi/arc90-readability
3https://github.com/mozilla/readability
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In contrast, machine learning-based extractors use classification
models to locate the main content or the boilerplate (binary classi-
fication). These models can leverage features such as text density,
tag patterns, or word frequencies. For example, BOILERPIPE [3]
uses decision trees on shallow text and structural features, while
BOILERNET [4] employs sequence-labeling models based on LSTMs.
However, these models are computationally expensive and require
labeled datasets for training, which are scarce.

2.2 Web Content Extraction Benchmarks

In Bevendorff et al. [1], 8 datasets were evaluated through 14 main
content extractors and 5 HTML-to-text extractors. The datasets
were: CETD, CleanEval, CleanPortalEval, Dragnet4, Google-Trends-
2017, L3S-GN1, Readability® and Scrapinghub. The main content
extractors did their best to ignore the boilerplate. The HTML-to-text
conversion tools were used as baselines, their role were to extract
all the content from the page, including boilerplate.

The metrics used for evaluation were ROUGE-L [8] and the
Levenshtein distance [9]. ROUGE-L evaluates textual similarity by
capturing the longest common subsequence between two texts,
while respecting word order. The Levenshtein distance measures
the minimum number of operations (insertions, deletions and sub-
stitutions) required to transform one character string into another,
regardless of linguistic structures.

Following their study, a page is considered complex if it contains
a high proportion of boilerplate content. As the ground truth locates
the main content, the complexity ¢ of a web page is related to the
expert annotation and it is defined in Equation 1 where T is a
multiset of DOM text tokens and truth(t) returns 1 if the token ¢
belongs to the ground truth, otherwise 0.

[t €T : truth() = 1)]
||

According to the results of Bevendorff et al., no single method
outperforms all others for extracting the main content of web pages.
Heuristic approaches, based on hand-written rules, are generally
more robust and efficient than machine learning approaches for
complex page extraction tasks. Combining several tools improves
overall performance by reducing the variance of results. But the
authors mention that the field remains limited by a lack of recent
large datasets.

Although the study is effective in terms of evaluation, we will
add a few limitations. Firstly, there is indeed a lack of datasets
specifically tuned for this task, and there is an over-representation
of datasets targeting blogs and press articles genre, which obviously
guides the creation and benchmarking of extractors. Similarly, the
most widely used datasets are concentrated on the English language.

In our experiments, we propose to select three main content
extractors: TRAFILATURA and READABILITY, due to their strong
heuristic performance, and BOILERPIPE as the top machine learning
extractor. We also included aTML_TExT® for its high recall as an
HTML-to-text tool, using it as the sole baseline.

=1 1)

“https://github.com/dragnet-org/dragnet
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2.3 Multilingual Evaluation of Extraction Tools

The multilingual study of the main content extractors by Barbaresi
and Lejeune [5] compared their performance on the DAnIEL dataset,
which comprises web pages in Greek, Chinese, Polish, Russian and
English. In particular, they used 6 evaluation metrics. The metrics
were CleanEval, evaluating similarity by the longest common subse-
quence, regardless of token order; VocEval, comparing vocabularies,
while OccEval integrated occurrences; Cosine and Euclidean dis-
tances were calculated on the Bag of Words [10] of extracted text
and ground truth; KL-Divergence measured the divergence between
token distributions.

This study concluded that the performance of the web extraction
tools varies considerably according to the languages and HTML
structures of the web pages. Tools designed primarily for English
showed superior results in that language, but inferior performance
on multilingual pages or pages written entirely in another language.
Although this is highly language-dependent, heuristic approaches
such as JusTEXT and READABILITY were the most stable.

Although the findings of Barbaresi and Lejeune are instructive,
they lack the same strong comparison with the widely used existing
benchmarks as proposed by Bevendorff et al. [1]. As a consequence,
in this paper, we propose to combine the best of each studies to per-
form a robust evaluation of web content extractors in a multilingual
setting, so that conclusive findings can be drawn.

3 BENCHMARK DATASETS

In this section, we detail the modifications we have undertaken to
improve experimental conditions, i.e. corpus cleaning by comments
removal and introduction of a multilingual dataset.

3.1 Comments Removal

Upon reviewing web pages with poor performance, we observed
that comments in blogs and news articles were still present in the
ground truth of certain datasets. By default, extractors are generally
configured not to extract comments, which can introduce a bias in
the actual performance of the extractors. Since the ground truth in
the Dragnet dataset was labeled, we were able to quickly remove
the comments and retest the extractors. All extractors performed
better on the cleaned dataset, with READABILITY benefiting the
most. Finally, we compared the size of Dragnet before and after
cleaning, based on the number of characters. It turned out that
48% of Dragnet content were comments. The CETD and CleanEval
datasets suffered from a similar issue. As the comments were not
marked in the ground truth, we preferred to exclude them from the
study. Table 1 shows extraction results with ROUGE-L Precision,
Recall and F; scores evidencing the positive impact of comment
removal. The F; score clearly improves when the cleaned version
of Dragnet is used, exclusively obtained by the increase in Recall.
Indeed, while Precision is steadily higher with the original Dragnet,
Recall is boosted when comments are removed, thus showing the
importance of curated benchmarks.

3.2 Adding DAnIEL dataset

To improve the experimental conditions, we added the DAnIEL
dataset — Diverse And Novel Information Extraction from Lan-
guages, introduced by Lejeune et al. [6]. DAnIEL was designed for
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Table 1: ROUGE-L average comparison between cleaned Drag-
net and the original Dragnet.

Original Dragnet Cleaned Dragnet

Model

Precision Recall F; Precision Recall F
HTML_TEXT 0.474 0.995 0.604 0.368 0.997 0.501
BOILERPIPE 0.888 0.750  0.773 0.852 0.858 0.838

READABILITY 0.929 0.771  0.806 0.916 0.899 0.896
TRAFILATURA 0.916 0.834 0.839 0.858 0.925 0.861

news extraction and monitoring in a multilingual context. The data
originates from multilingual news feeds collected from various on-
line sources, covering several languages: Greek, English, Polish,
Russian, and Chinese. Table 2 shows the number of web pages for
each language in the version of the dataset we accessed’. The cor-
pus was filtered using a language detector® followed by a secondary
manual review to separate it into the five languages.

Table 2: DAnIEL web page distribution grouped by language.

Languages ‘ Number of occurences

Greek 273
English 476
Polish 274
Russian 266
Chinese 400

Figure 1 shows the complexity levels of pages from the DAnIEL
dataset and the 8 other datasets included in the web Content Ex-
traction Benchmark (WCEB). Interestingly, every sub-corpus of
DAnIEL has a significantly higher level of complexity than all the
other datasets included in WCEB proposed by Bevendorff et al. [1].

4 RESULTS

The evaluation of main content extractors was conducted using the
ROUGE-L metric, with its Precision, Recall anf F; scores. This metric
allows for a robust comparison of performance across different
models and datasets.

4.1 Language-independent Performances

The language-independent performances of the content extraction
models, evaluated on both macro- and micro-average, is summa-
rized in Table 3. Macro-average stands for the mean of each dataset
performance, ignoring size, whereas micro-average weights each
dataset performance by its size. To ensure a balanced evaluation
across linguistic diversity, macro-averaging is employed by group-
ing classes equally based on their respective languages.

Models such as READABILITY and BOILERPIPE consistently demon-
strated high performance across Precision, Recall, and F; scores,
with READABILITY achieving a macroF; score of 0.838 and BoiL-
ERPIPE achieving 0.805. TRAFILATURA performs much worse than
expected with a macroF1; score achieving only 0.77, which means
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SIGIR 2025, July 13-18, 2025, Padua, Italia

-
o
o

o
g
o

Page Complexity
o o
Nob
w o

2 NN
7 LS S LU SIS
N R IV IR P S
QT QY QN K SR O
¥ ¥ FFFE TRV &
&2 < o
&

Figure 1: Web page complexity scores per dataset. Boxplots
show maximum, minimum, median and standard deviation
values. ru stands for Russian, zh for Chinese, en for English,
pl for Polish and el for Greek.

it is less stable on non-English languages. The baseline extrac-
tor, HTML_TEXT, had of course very good Recall but poor Preci-
sion.Nevertheless, note that micro-averaging less penalizes TRAFI-
LATURA, although globally same tendencies are observed between
macro- and micro-averaging.

Table 3: ROUGE-L metrics, Precision, Recall and F; over all
13 datasets by macro- and micro-averaging per language.

Macro-averaging per language

Model Mean Median
Precision Recall F Precision Recall Fy

HTML_TEXT 0.300 0.970 0.414 0.280 1.000 0.412

BOILERPIPE 0.826 0.830  0.805 0.909 0.928 0.898

READABILITY 0.862 0.849 0.838 0.935 0.927 0.914
TRAFILATURA 0.749 0.880  0.770 0.828 0.955 0.852

Micro-averaging per language

Model Mean Median
Precision Recall Fy Precision Recall F

HTML_TEXT 0.407 0.983 0.531 0.393 1.000 0.562

BOILERPIPE 0.869 0.827  0.820 0.965 0.973  0.945

READABILITY 0.894 0.839 0.841 0.988 0.954 0.953
TRAFILATURA 0.835 0.883  0.823 0.968 0.964  0.934

4.2 Language-dependent Performances

As detailed in Table 4, the performance of three different extractors
varies significantly across languages. In particular, we focused on
READABILITY, BOILERPIPE and TRAFILATURA leaving out HTML_TEXT
due to lack of space. READABILITY outperforms most models for the
vast majority of languages, achieving an F; score of 0.962 (Greek),
0.862 (Polish), 0.840 (Russian) and 0.672 (Chinese). The only excep-
tion is evidenced by TRAFILATURA for English, with a maximum F;
score value of 0.883. All models show similar behavior with respect
to different languages, showing that Greek and English are the best
performing settings, while Chinese poses the greatest challenge.
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Table 4: ROUGE-L metrics, Precision, Recall and F; over
DAnIEL sub-corpora for READABILITY, BOILERPIPE and
TRAFILATURA.

READABILITY
Model Mean Median
Precision Recall F Precision Recall F
Greek 0.969 0.964 0.962 0.992 0.986 0.983
English 0.912 0.865 0.862 0.987 0.974 0.972
Polish 0.875 0.888 0.862 0.970 0.981 0.937

Russian 0.855 0.849 0.840 0.960 0.945 0.937
Chinese 0.688 0.702  0.672 0.759 0.762  0.750

BOILERPIPE
Model Mean Median
Precision Recall Fi Precision Recall Fi
Greek 0.954 0.975 0.961 0.975 1.000 0.983
English 0.893 0.854 0.847 0.968 0.987  0.959
Polish 0.870 0.891  0.861 0.963 0.991 0.966

Russian 0.740 0.825  0.750 0.926 0.983  0.925
Chinese 0.664 0.622  0.611 0.711 0.688  0.667

TRAFILATURA
Model Mean Median
Precision Recall F Precision Recall F;
Greek 0.833 0.933 0.868 0.934 0.984 0.938
English 0.899 0.911 0.883 0.984 0.968 0.956
Polish 0.784 0.886  0.800 0.899 0.989 0.922

Russian 0.729 0.856  0.759 0.841 0.951  0.857
Chinese 0.501 0.836  0.555 0.479 0.889  0.588

4.3 Low ROUGE-L F; Web Pages

To highlight performance differences across languages, we mea-
sured the proportion of problematic web pages in the DAnIEL
dataset. A web page is considered problematic when its handling by
one or several extractors leads to a ROUGE-L F; score below a given
threshold. In particular, we tested thresholds from 0.1 to 0.5 with
a step of 0.1. This analysis excluded HTML_TEXT, as this extractor
serves only as a baseline. Table 5 presents the proportions of prob-
lematic pages below every threshold for the different languages.
It reveals that the languages of a web pages have a considerable
impact of the extraction. For the worst performance, almost all
pages are written in Chinese. The Greek proportion is in line with
its global performances.

5 DISCUSSION

In order to strengthen our evaluation, we propose to analyze the
correlation between web page complexity and performance scores
as well as we draw concluding remarks about feature language
agnosticity.

5.1 Extractors Stability

Low performance is not necessarily related to high page complexity.
We can verify this by examining the Pearson and Spearman rank

Anon.

Table 5: Proportion (in percentage) of problematic web pages
for one or several extractors by language.

Fi<n n=01 n=02 n=03 n=04 n=05
Greek 4 9 16 27 44
English 8 13 16 28 40
Polish 8 18 27 35 49
Russian 15 30 51 66 78
Chinese 67 87 95 98 99

correlation measures presented in Table 6. The Pearson correla-
tion coeflicient [11] quantifies the linear relationship between two
variables, assuming normally distributed data, while the Spearman
rank correlation [12] measures the monotonic relationship between
ranked variables, making it more robust to non-linear dependencies.

Results when comparing complexity ¢ and ROUGE-L F; scores
reveal a relatively weak to moderate negative correlation for ex-
tractors and a strong negative correlation for HTML_TEXT. This
analysis indicates that READABILITY is the most stable extractor
across all levels of complexity compared to the other extractors
studied. BOILERPIPE and TRAFILATURA exhibit equivalent levels of
stability. Non surprisingly, HTML_TEXT decreases in ROUGE-L F;
score when complexity c increases.

Table 6: Correlation between Complexity and ROUGE-L F;.

Extractor Pearson Spearman
BOILERPIPE -0.265 -0.357
READABILITY -0.184 -0.286
TRAFILATURA  -0.294 -0.313
HTML_TEXT -0.946 -0.959

5.2 Language Agnosticity of Features

Main content extractors score the analyzed web page blocks to
decide if they are part of the main content. For example, READABIL-
ITY uses features such as character count, comma count, and link
density. Significant differences in characters or punctuation, such
as between English and Chinese, highlight that these features are
not optimized for multilingual extraction. Features heavily influ-
ence performance in languages that differ greatly from those of the
extractor creators. Handcrafted features may be accidentally more
effective for certain languages, such as Greek.

6 CONCLUSION

In this article, we provided a robust analysis of the multilingual
behavior of main web content extractors. Our study underscores
the importance of adapting extraction models to linguistic nuances.
With adding four languages, i.e. Greek, Polish, Russian and Chinese,
to the dominant English datasets, structural differences appeared.
The multilingual settings significantly impacted the extractors, oc-
casionally enhancing performance (e.g., in Greek) but more often
reducing it. In addition, we showed that the complexity of a web
page does not determine the performance of the extraction task.
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