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Abstract
Simplifying complex texts is essential for en-001
suring equitable access to information, espe-002
cially for individuals with cognitive impair-003
ments. The Easy-to-Read (ETR) initiative of-004
fers a framework for making content accessi-005
ble to the neurodivergent population, but the006
manual creation of such texts remains time-007
consuming and resource-intensive. In this008
work, we investigate the potential of large lan-009
guage models (LLMs) to automate the gener-010
ation of ETR content. To address the scarcity011
of aligned corpora and the specificity of ETR012
constraints, we propose a multi-task learning013
(MTL) approach that trains models jointly on014
text summarization, text simplification, and015
ETR generation. We explore two different016
strategies: multi-task retrieval-augmented gen-017
eration (RAG) for in-context learning, and018
MTL-LoRA for parameter-efficient fine-tuning.019
Our experiments with Mistral-7B and LLaMA-020
3-8B, based on ETR-fr, a new high-quality021
dataset, demonstrate the benefits of multi-task022
setups over single-task baselines across all023
configurations. Moreover, results show that024
the RAG-based strategy enables generalization025
in out-of-domain settings, while MTL-LoRA026
outperforms all learning strategies within in-027
domain configurations. Our code is publi-028
cally made available at https://anonymous.029
4open.science/r/ETR-MTL-C60E.030

1 Introduction031

Mental health and intellectual disabilities affect032

millions globally, posing serious challenges for eq-033

uitable access to information (Maulik et al., 2011;034

Gustavsson et al., 2011). People with cognitive im-035

pairments often struggle with complex texts, lim-036

iting their participation in healthcare, education,037

and civic life. Despite international initiatives for038

inclusion,12, accessible written content remains a039

major barrier for the neurodivergent population.040

1UN Sustainable Development Goals
2Leave No One Behind Principle

While Easy-to-Read (ETR) (Pathways, 2021), 041

text simplification (Paetzold and Specia, 2016), and 042

summarization (Rush et al., 2015) all aim to im- 043

prove comprehension, they differ in purpose, au- 044

dience, and methods. Text simplification rewrites 045

content for better readability while preserving the 046

original informational content (Gooding, 2022; Sta- 047

jner, 2021). Summarization reduces the length of 048

the original text by extracting and presenting only 049

the key points, often without rewording for im- 050

proved clarity (Rush et al., 2015). ETR is a rig- 051

orously standardized form of writing developed 052

specifically for individuals with intellectual dis- 053

abilities. It involves strict adherence to guidelines, 054

including the use of very short sentences, highly 055

simplified vocabulary, visual aids, and obligatory 056

user testing. The primary aim is to support the 057

autonomy of readers with cognitive impairments. 058

This approach requires collaborative input from 059

both subject-matter experts and individuals with 060

cognitive disabilities to ensure compliance with 061

ETR standards and eligibility for European ETR 062

certification3. 063

However, ETR adoption remains limited due to 064

the time-consuming and costly nature of manual 065

adaptation, coupled with the lack of robust auto- 066

mated tools tailored to the linguistic and cognitive 067

requirements of ETR content (Chehab et al., 2019). 068

The potential of LLMs for improving accessibil- 069

ity (Freyer et al., 2024) is limited by the scarcity 070

of high-quality, document-aligned ETR datasets. 071

Existing resources, such as ClearSim (Espinosa- 072

Zaragoza et al., 2023), are limited and only partially 073

aligned, highlighting the broader challenge of con- 074

structing or recovering document-aligned corpora 075

suitable for model training. Consequently, prior 076

studies (Martínez et al., 2024; Sun et al., 2023) 077

have approached the ETR task by leveraging sen- 078

3https://www.inclusion-europe.eu/wp-content/
uploads/2021/02/How-to-use-ETR-logo..pdf
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The engine room is divided into two
parts: in the first, electricity is pro-
duced and in the second, a mechanism
activates the propeller. "Here are the
various dimensions of the boat that
carries you: it is shaped like a cigar
seventy meters long and its greatest
width is eight meters. The Nautilus is
made up of two hulls joined together
by iron bars that give it extreme rigid-
ity.
– But how were you able to

manufacture it in secret?
– I had established my workshops on

a deserted islet in the middle of the
ocean.

– One last question, Captain Nemo,
are you well-off?

– Infinitely rich, sir."

Information access
Easy to understand

Original

The Nautilus, a submarine with an
elongated shape of 70 meters long and
8 meters wide, consists of two hulls
firmly connected. Its engine room is
divided into two sections: one ded-
icated to electricity production, the
other to the propeller drive. Captain
Nemo reveals that he built the vessel
secretly on an isolated islet in the mid-
dle of the ocean. When asked about
his fortune, he claims to be "infinitely
rich."

Information access
Easy to understand

Summary

The engine room is divided into two
parts: in the first, electricity is pro-
duced and in the second, a mechanism
system activates the propeller. "Here
are the various different dimensions of
the boat that carries you: it is shaped
like a cigar seventy meters long and
its greatest width is eight meters. The
Nautilus is made up is formed of two
hulls joined attached together by iron
bars bars that give it extreme rigidity
very strong solidity.
– But how were you able to

manufacture build it in secret?
– I had established set up my

workshops on a deserted islet
island in the middle of the ocean.

– One last question, Captain Nemo,
are you well-off rich?

– Infinitely Extremely rich, sir."

Information access
Easy to understand

Simplification

The submarine has 2 machines:
– to produce electricity
– to turn the propeller.
The submarine is:
– huge and solid
– cigar-shaped.
Captain Nemo is rich.
Captain Nemo secretly built his subma-
rine on a deserted island.

Information access
Easy to understand

Easy-to-Read

Figure 1: Different versions derived from a passage of Twenty Thousand Leagues Under the Seas by Jules Verne:
from left to right, the original passage, an abstractive summary, a lexical simplification (crossed-out followed by
words in bold indicate substitutions), and an Easy-to-Read generation targeting readers with cognitive impairment.

tence simplification or summarization resources,079

which fall short of fully meeting ETR specific re-080

quirements.081

In this paper, we address these gaps by intro-082

ducing ETR-fr, the first dataset of 523 paragraph-083

aligned text pairs fully compliant with the Eu-084

ropean ETR guidelines. We explore multi-task085

(MTL) learning to boost ETR generation by com-086

bining summarization and simplification, tradition-087

ally applied in isolation. In particular, we evaluate088

two MTL strategies: in-context learning (ICL) via089

a multi-task variant of retrieval-augmented gener-090

ation (RAG), and parameter-efficient fine-tuning091

(PEFT) using MTL-LoRA (Yang et al., 2024). Ex-092

periments are conducted on Mistral-7B (Jiang et al.,093

2023) and LLaMA-3-8B (Grattafiori et al., 2024),094

and compared against single-task baselines. The095

evaluation framework combines standard automatic096

metrics with detailed human assessment based on a097

28-point rubric from the European ETR guidelines,098

measuring clarity, coherence, and accessibility. Our099

experiments conducted on ETR-fr highlight the100

advantages of MTL setups over single-task base-101

lines across all configurations. Furthermore, the re-102

sults indicate that the RAG-based strategy supports103

better generalization in out-of-domain scenarios,104

while MTL-LoRA consistently achieves superior105

performance in in-domain settings.106

Our contributions are: (1) we release ETR-fr,107

the first high-quality, paragraph-aligned dataset for108

ETR generation, fully compliant with European109

guidelines and in French language ; (2) we bench-110

mark multi-task ICL and PEFT approaches for ETR111

generation, introducing MTL PEFT to this task 112

for the first time ; (3) we propose a comprehensive 113

evaluation combining automatic and human assess- 114

ment based on official European ETR standards 115

; (4) we evaluate model generalization to new do- 116

mains, including political texts aimed at fostering 117

civic engagement among individuals with cogni- 118

tive disabilities. 119

2 Related Work 120

Inclusive Text Generation. Recent research has 121

aimed to support communication for users with 122

cognitive impairments, often through dialogue sys- 123

tems (Martin and Nagalakshmi, 2024; Murillo- 124

Morales et al., 2020; Huq et al., 2024; Wang et al., 125

2024). Much of this work has focused on dyslexia. 126

For example, Goodman et al. (2022) introduced an 127

email assistant built on LaMDA (Thoppilan et al., 128

2022), but observed that its outputs often lacked 129

precision. In the French context, HECTOR (Todi- 130

rascu et al., 2022) investigated lexical and syntactic 131

simplification, with mixed outcomes. 132

Similar challenges are observed across other lan- 133

guages. In German, several studies explore sim- 134

plification for individuals with learning difficulties, 135

though often without referencing the ETR guide- 136

lines (Hansen-Schirra et al., 2020; Anschütz et al., 137

2023; Deilen et al., 2023; Stodden et al., 2023). For 138

English, relevant work includes Yaneva (2015). In 139

Finnish, Dmitrieva and Tiedemann (2024) aligned 140

Easy-Finnish data with mBART (Liu et al., 2020) 141

and FinGPT (Luukkonen et al., 2023), but re- 142

ported weak alignment and only partial adherence 143
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to ETR standards. In Spanish, ClearText (Espinosa-144

Zaragoza et al., 2023) leverages ChatGPT to sim-145

plify administrative texts, though its corpus re-146

mains limited and prone to errors. Additionally,147

Martínez et al. (2024) constructed a sentence-148

level simplification dataset and fine-tuned LLaMA-149

2 (Touvron et al., 2023b), revealing that translation-150

based methods are vulnerable to semantic drift and151

domain mismatches.152

In-Context Learning (ICL). ICL allows LLMs153

to learn tasks from examples without parameter up-154

dates (Brown et al., 2020; Chowdhery et al., 2023;155

OpenAI, 2023; Touvron et al., 2023a). Instruc-156

tion tuning and Chain-of-Thought (CoT) prompt-157

ing have been shown to improve task performance158

and reasoning (Liu et al., 2023; Wei et al., 2022;159

Yin et al., 2023). Tang et al. (2023) assessed ICL160

for controlled summarization, focusing on entity161

inclusion and length constraints. They observed162

that smaller models offered stronger controllabil-163

ity, while larger models achieved higher ROUGE164

scores. However, precise length control remained165

challenging. Prompt quality and exemplar se-166

lection critically affect ICL outcomes (Lu et al.,167

2022; Dong et al., 2024). Retrieval-augmented168

methods (Liu et al., 2022; Ram et al., 2023) have169

been proposed to improve exemplar selection. For170

simplification, Vadlamannati and Şahin (2023)171

have used metric-based selection (e.g., SARI,172

BERTScore) to improve output quality. Multi-task173

ICL and cross-task prompting (Bhasin et al., 2024;174

Shi et al., 2024; Chatterjee et al., 2024) further en-175

hance generalization and stability, especially on176

unseen tasks, by leveraging format-aware prompts177

and semantically related exemplars.178

PEFT for Multi-Task Learning. Parameter-179

efficient fine-tuning (PEFT) methods such as180

LoRA (Hu et al., 2022), QLoRA (Dettmers et al.,181

2023) and DoRA (Liu et al., 2024b) enable scalable182

adaptation of LLMs by modifying only a subset183

of parameters. LoRA leverage the intrinsic dimen-184

sionality of language models (Aghajanyan et al.,185

2021) to achieve strong performance with minimal186

computational overhead. However, LoRA-based187

strategies struggle in multi-task settings due to con-188

flicting updates accross tasks (Wang et al., 2023).189

Alternatives like MultiLoRA (Wang et al., 2023)190

and MoELoRA (Liu et al., 2024a) seek to balance191

generalization with task specificity, but face chal-192

lenges in task routing and mitigating interference.193

MTL-LoRA (Yang et al., 2024) addresses this by194

introducing both shared and task-specific modules, 195

achieving competitive results on GLUE (Wang 196

et al., 2018) with fewer trainable parameters. 197

3 ETR-fr Dataset 198

While several datasets exist for text simplifica- 199

tion and summarization (Gala et al., 2020; Hauser 200

et al., 2022; Kamal Eddine et al., 2021; Liu* et al., 201

2018), there remains a notable lack of high-quality, 202

document-aligned corpora for ETR generation. To 203

address this gap, we introduce the ETR-fr dataset, 204

constructed from the François Baudez Publishing 205

collection,4 which provides literature specifically 206

designed for readers with cognitive impairments, 207

following European ETR guidelines. A dataset 208

sheet (Gebru et al., 2021), outlining the data collec- 209

tion methodology, preprocessing steps, and distri- 210

bution details, is provided in Appendix A. 211

Description. ETR-fr consists of 523 paragraph- 212

aligned text pairs in French language. Table 1 213

outlines key dataset statistics, including KMRE 214

readability score (Kandel and Moles, 1958), com- 215

pression ratios, and lexical novelty. On average, the 216

dataset yields a compression rate of 50.05%, with 217

a reduction of 56.61 tokens and 2.17 sentences per 218

pair. The average novelty rate, following Narayan 219

et al. (2018), is 53.80%, reflecting the proportion 220

of newly introduced unigrams in target texts. Read- 221

ability improves by 7.51 KMRE points from source 222

to target. The dataset is partitioned into fixed train, 223

validation, and test subsets. The test set comprises 224

two books selected to maximize diversity in text 225

length, word count, sentence structure, compres- 226

sion, novelty, and readability. The remaining nine 227

books are divided into training and validation sets 228

via a stratified split. This setup was used to test 229

hard configurations for ETR generation and assure 230

non thematic and lexical overlap. Also, providing 231

different splits could avoid the clear definition of a 232

new dataset for a new task. 233

ETR-fr-politic To assess generalization and ro- 234

bustness, we introduce ETR-fr-politic, an out-of- 235

domain test set with 33 ETR-aligned paragraphs 236

sampled from the 2022 French presidential elec- 237

tion programs.5 Compared to ETR-fr, the ETR-fr- 238

politic dataset features shorter source texts (96.27 239

vs. 102.76 words) and fewer sentences (6.03 vs. 240

9.30), but yields longer rewritten outputs (62.85 241

4http://www.yvelinedition.fr/Facile-a-lire
5https://www.cnccep.fr/candidats.html
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# Examples
# Words # Sentences Sentence length KMRE ↑

Novelty (%) Comp. ratio (%)
source target source target source target source target

ETR-fr 523 102.76 46.15 9.30 7.13 12.57 7.89 91.43 98.94 53.80 50.05
Train 399 99.70 46.50 8.92 7.48 12.57 6.92 91.03 99.71 53.79 49.04
Dev 71 100.76 48.59 9.03 7.77 13.59 6.90 89.50 100.59 52.96 44.47
Test 53 128.47 40.26 12.51 10.34 11.16 3.97 97.02 103.67 55.01 65.19

ETR-fr-politic 33 96.27 62.85 6.03 6.42 16.69 11.84 74.00 87.74 63.78 29.17

WikiLarge FR 296402 34.88 29.28 1.68 1.56 27.53 23.74 65.38 71.35 31.97 12.79
OrangeSum 24401 375.98 34.00 17.15 1.86 22.77 21.68 69.80 68.32 38.24 89.16

Table 1: Statistics across ETR-fr, ETR-fr-politic, and ETR-related tasks, i.e. sentence simplification and text
summarization with WikiLarge FR and OrangeSum. Results are reported on average per document.

vs. 46.15 words). Additionally, ETR-fr-politic ex-242

hibits higher novelty (63.78% vs. 53.80%) and sig-243

nificantly lower compression ratios (29.17% vs.244

50.05%), indicating a greater degree of content ex-245

pansion. While ETR-fr exhibits higher overall sim-246

plicity scores both before and after rewriting (91.43247

and 98.94) compared to ETR-fr-politic (74.00 and248

87.74), the latter achieves a greater simplification249

gain, with a larger increase in KMRE (+13.75 vs.250

+7.51 points). Overall, ETR-fr-politic poses a more251

challenging and higher-novelty setting for evaluat-252

ing ETR systems in politically sensitive, real-world253

rewriting contexts.6254

ETR-fr vs. Related Tasks. Table 1 compares255

ETR-fr with two gold-standard datasets on related256

tasks, respectively text simplification and sum-257

marization: WikiLarge FR (Cardon and Grabar,258

2020) and OrangeSum (Kamal Eddine et al., 2021).259

While WikiLarge FR is larger (296K sentence260

pairs), it is limited to sentence-level simplifica-261

tion, with short inputs (34.88 words, 1.68 sen-262

tences on average). In contrast, ETR-fr and Or-263

angeSum support transformations at the paragraph264

and document levels, respectively, providing signif-265

icantly longer inputs of 102.76 and 375.98 words.266

ETR-fr demonstrates a balanced compression ra-267

tio (50.05%) higher than WikiLarge FR (12.79%)268

but lower than the extreme summarization found in269

OrangeSum (89.16%). Notably, ETR-fr offers the270

highest lexical richness and abstraction, evidenced271

by its top KMRE scores (91.43 source, 98.94 tar-272

get) and novelty rate (53.80%). Simplified outputs273

also exhibit syntactic simplification, with shorter274

sentence lengths (7.89 words per sentence). In sum-275

mary, while WikiLarge FR is suited for sentence-276

level simplification and OrangeSum for summariza-277

6Note that the documents on politics usually do not meet
high-quality standards as evidenced by the François Baudez
Publishing collection. Moreover, there are still difficult to
gather as their repository is not centralized.

tion, ETR-fr supports document-level simplifica- 278

tion, emphasizing lexical and structural transforma- 279

tion making it well-suited for users with cognitive 280

disabilities. 281

4 Multi-Task ETR Generation 282

4.1 Datasets, LLMs and Metrics 283

Our experiments leverage the ETR-fr dataset as the 284

primary resource, supplemented by related rewrit- 285

ing tasks sourced from the OrangeSum summariza- 286

tion dataset and the sentence simplification dataset 287

WikiLarge FR. To evaluate the effectiveness of 288

MTL for ETR transcription, we selected two re- 289

cent LLMs that demonstrate strong generalization 290

capabilities across a variety of NLP tasks : Llama3- 291

8B (Grattafiori et al., 2024) and Mistral-7B (Jiang 292

et al., 2023)7. Note that foundation models are 293

used for PEFT and their Instruct versions for ICL. 294

Since no dedicated evaluation metrics exist for 295

ETR generation, we propose assessing it using stan- 296

dard summarization and text simplification met- 297

rics. For summarization, we report F1-scores for 298

ROUGE-1, ROUGE-2, and ROUGE-L (Lin, 2004), 299

along with BERTScore (Zhang et al., 2020). For 300

simplification, we include SARI (Xu et al., 2016), 301

the novelty ratio for new unigrams (Kamal Eddine 302

et al., 2021). BLEU (Papineni et al., 2002) and 303

KMRE, are excluded, as it has been shown to be un- 304

suitable for text simplification (Sulem et al., 2018; 305

Xu et al., 2016; Tanprasert and Kauchak, 2021). To 306

unify quality assessment of ETR texts, we propose 307

SRB, a composite score combining SARI, ROUGE- 308

L, and BERTScore-F1 via harmonic mean. This 309

metric captures simplification, summarization, and 310

meaning preservation for holistic ETR evaluation. 311

More details about metrics and models are avail- 312

able in Appendix B 313

7We evaluated the DeepSeek-R1-8B model. Its perfor-
mance was notably lower than that of the other models. Re-
sults are reported in Table 6 from Appendix D.1
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4.2 Multi-Task In-Context Learning314

As baseline, we evaluate three single task in-315

context learning strategies: zero-shot prompt-316

ing (Kojima et al., 2022), chain-of-thought prompt-317

ing (Wei et al., 2022), and retrieval-augmented gen-318

eration (Lewis et al., 2020). In the zero-shot setting,319

the model is provided only with ETR task-specific320

instruction, without any examples, serving as a321

baseline to assess the model’s ability to general-322

ize purely from the prompt. To enhance reason-323

ing in more complex tasks, we incorporate CoT324

prompting, which explicitly elicits intermediate325

reasoning steps in the prompt. For a fair and repro-326

ducible evaluation, we use consistent instruction-327

based prompt templates across all models, as de-328

tailed in Appendix C.329

Multi Task RAG. To enable few-shot multi-task330

ICL, we implement a multi-task RAG. Demonstra-331

tions from multiple tasks are retrieved and incorpo-332

rated into the prompt. We explore three sequencing333

strategies for organizing demonstrations within the334

prompt context, which are listed as follows.335

Random Ordering: Examples from all 3 tasks are336

interleaved in a fully randomized manner (e.g.,337

t1, t3, t3, t2, t1, t1, t3, t2, t2), serving as a baseline338

to assess robustness to prompt structure.339

Task-Grouped Ordering: Examples are grouped340

by task, presenting all demonstrations from341

one task before moving to the next one (e.g.,342

t1, t1, t1, t2, t2, t2, t3, t3, t3). This structure empha-343

sizes intra-task consistency.344

Task-Interleaved Ordering: Examples alternate345

across tasks at each shot level, maintaining a round-346

robin pattern (e.g., t1, t2, t3, t1, t2, t3, t1, t2, t3).347

This configuration aims to balance exposure across348

tasks within the prompt.349

The impact of the number of shots per task and350

example orderings is shown in Appendix C (Fig-351

ure 4 and Figure 5). Note that to encode exam-352

ples into dense vector representations, we use the353

jina-embeddings-v3 (Sturua et al., 2024) model,354

and for distance computation, we employ the L2355

distance metric.356

4.3 Multi-Task PEFT357

LoRA. As baseline, we implement LoRA (Hu358

et al., 2022). LoRA approximates full fine-tuning359

by decomposing weight matrices into low-rank360

components. To reduce dimensionality, the weight 361

matrix W0 ∈ Rd×k is approximated by the product 362

of two lower-rank matrices: B ∈ Rd×r and A ∈ 363

Rr×k, with r ≪ min(d, k). This low-rank update 364

preserves the backbone while enabling efficient 365

adaptation, such that h = W0x+ α
rBAx. LoRA 366

can be applied to each linear layer in the Trans- 367

former architecture, such as WQ,WK,WV,WO 368

matrices projections in the attention layers. 369

MTL-LoRA. Yang et al. (2024) introduce MTL- 370

LoRA. Given task input xt, MTL-LoRA first ap- 371

plies a shared standard LoRA down-projection via 372

matrix A. To retain task-specific information, it 373

inserts a task-specific low-rank matrix Λt ∈ Rr×r 374

between the down- and up-projections, transform- 375

ing Axt. Instead of a single shared up-projection, 376

MTL-LoRA uses n matrices Bi ∈ Rd×r to support 377

diverse knowledge-sharing strategies. Outputs are 378

combined via a weighted average, where weights 379

wt ∈ Rn×1 are learned per task as in Equation 1. 380

ht = Wxt +
n∑

i=1

exp(wi
t/τ)B

i∑n
j=1 exp(w

j
t/τ)

ΛtAxt (1) 381

Here, τ controls the softness of the weighting. Each 382

Λt is initialized as a diagonal identity matrix to 383

ensure ∆Wt = 0 at start. 384

MTL Loss for ETR Generation. The model 385

is trained to generate outputs conditioned on in- 386

structions. Given an instruction sequence I = 387

i1, i2, . . . , im and a corresponding completion se- 388

quence C = c1, c2, . . . , cn, where I may con- 389

tain special prompt tokens (e.g., <Input> and 390

<Output>), the full input is represented as x = 391

i1, . . . , im, c1, . . . , cn. The model is trained to au- 392

toregressively predict each token in C conditioned 393

on all preceding tokens in I and C as defined in 394

Equation 2. 395

P (C|I) =
n∏

j=1

P (cj | i1, ..., im, c1, ..., cj−1) (2) 396

Based on the findings from Huerta-Enochian and 397

Ko (2024), the objective is to minimize the negative 398

log-likelihood of the completion sequence given 399

the instruction as defined in Equation 3. 400

L = −
n∑

j=1

logP (cj | i1, ..., im, c1, ..., cj−1) (3) 401
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To account for imbalance across different402

instruction-following tasks, we apply a task-403

specific weighting scheme during training. Let404

Nt be the number of training examples for task t,405

and let N =
∑

tNt be the total number of training406

examples across all tasks. Each task’s contribution407

to the overall loss is scaled by a factor wt =
Nt
N ,408

such that the final loss is redefined in Equation 4.409

LMTL =

T∑
t=1

wt × Lt (4)410

5 Results411

The best models are selected based on the highest412

SRB score on the ETR-fr validation set, following413

a grid search hyperparameter tuning strategy.8 To414

complement this analysis, all models are run five415

times with different seeds, and detailed average416

results can be found in Appendix D.417

5.1 In-Domain Quantitative Results418

ICL Performance. As shown in Table 2, ICL419

models evidence steady improvements when tran-420

sitioning from zero-shot and CoT prompting to421

RAG-based prompting. For LlaMA-3-8B, RAG422

achieves the best results with ETR-fr only inputs423

(e.g., 33.43/12.99/24.38 ROUGE-1/2/L and 42.16424

SARI), outperforming zero-shot by a large margin.425

Adding related tasks does not consistently improve426

performance under ICL, and in some cases, leads427

to reduced novelty and compression ratio.428

Impact of Fine-Tuning. PEFT significantly out-429

performs ICL methods. The best overall perfor-430

mance is achieved by LlaMA-3-8B with MTL-431

LoRA fine-tuned on ETR-fr and WikiLarge FR,432

obtaining highest scores across SARI (44.67),433

BERTScore-F1 (74.05), SRB (39.60), and com-434

pression ratio (56.11), while maintaining strong435

novelty (33.05).436

LLM Comparison. Across both prompting437

and fine-tuning paradigms, LlaMA-3-8B outper-438

forms Mistral-7B in most metrics. For instance,439

with LoRA fine-tuning on ETR-fr, LlaMA-3-8B440

achieves higher ROUGE-L (25.04 vs. 24.02),441

SARI (42.15 vs. 42.09), and SRB (38.77 vs. 37.98).442

This suggests that the architectural or scale ad-443

vantages of LlaMA-3-8B translate effectively into444

more efficient capabilities.445

8Hyperparameter tuning is detailed in Appendix B.

Combination of Tasks. Incorporating auxiliary 446

tasks such as text summarization and simplifica- 447

tion can provide complementary supervision, as 448

seen in PEFT strategies. However, they do not 449

yield performance gains in the ICL setting. No- 450

tably, MTL-LoRA with ETR-fr and WikiLarge FR 451

for LlaMA-3-8B achieves the highest SARI and 452

compression ratio, suggesting the relevance of sen- 453

tence simplification data to the ETR generation 454

task. However, inclusion of all three tasks does not 455

universally yield the best results, and in some cases 456

introduces performance regressions in BERTScore 457

and novelty. This implies that careful curation of 458

task mixtures is essential to avoid dilution or con- 459

flict between training objectives. Overall, these 460

results highlight that while RAG improves perfor- 461

mance in ICL, parameter-efficient fine-tuning (par- 462

ticularly MTL-LoRA) remains the most effective 463

approach for high-quality in-domain ETR-fr. 464

5.2 Out-of-Domain Quantitative Results 465

ICL Performance. As shown in Table 3, among 466

prompting strategies, RAG consistently outper- 467

forms zero-shot and CoT in all major content 468

preservation metrics (ROUGE-1/2/L, BERTScore- 469

F1) and the composite SRB score. On LlaMA- 470

3-8B, using RAG with all three tasks (E,O,W) 471

achieves the highest overall SRB score (41.52) and 472

the best ROUGE-L (28.43), indicating its strong 473

generalization and content fidelity. Moreover, it 474

yields the highest SARI (42.63) and BERTScore-F1 475

(73.39), showcasing a balanced ability to simplify 476

while preserving semantics. Interestingly, zero- 477

shot exhibits extremely poor compression ratios, 478

especially on Mistral-7B (-309.24), suggesting po- 479

tential prompt misalignment or excessive halluci- 480

nation. However, it achieves the highest novelty 481

score (55.37) on LlaMA-3-8B, implying that de- 482

spite poor content fidelity, more diverse lexical 483

outputs are generated. 484

Impact of Fine-Tuning. While PEFT strategies 485

generally lag behind RAG in terms of SRB and 486

BERTScore, they offer stable and interpretable per- 487

formance, with notably better compression ratios 488

than zero-shot, CoT and most RAG-based strate- 489

gies. The best PEFT model in terms of SRB, 490

LLaMA-3-8B+LoRA trained solely on ETR-fr, 491

achieves a relatively low compression ratio (6.38), 492

indicating only moderate summarization. However, 493

this comes at the expense of lower ROUGE, SARI, 494

and BERTScore metrics compared to RAG-based 495
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Method Task R-1 ↑ R-2 ↑ R-L ↑ SARI ↑ BERT-F1 ↑ SRB ↑ Comp. ratio Novelty

In-Context Learning

M
is

tr
al

-7
B

Zero-Shot E 23.92 7.09 16.28 37.07 69.75 29.20 −64.14 35.70

CoT E 23.58 7.22 16.17 37.39 68.80 29.10 −60.53 36.09

RAG E 32.14 10.47 22.72 40.05 72.41 36.24 44.32 26.55
E,O 31.12 9.58 21.92 39.54 71.29 35.32 48.45 26.61
E,W 30.29 9.69 21.29 38.69 71.59 34.56 33.80 23.01
E,O,W 29.84 9.57 21.58 39.53 71.06 35.01 46.42 25.85

L
la

M
A

-3
-8

B Zero-Shot E 24.94 8.23 17.37 38.59 70.29 30.70 −21.56 38.73

CoT E 27.57 8.96 18.72 38.26 71.02 32.04 7.80 31.10

RAG E 33.43 12.99 24.38 42.16 72.58 38.21 46.18 27.14
E,O 31.10 10.87 22.37 39.94 71.27 35.81 39.22 24.29
E,W 33.03 11.62 23.28 40.59 72.14 36.83 41.89 25.26
E,O,W 29.35 9.97 20.54 39.03 70.84 33.93 25.94 23.69

Paramter-Efficient Fine-Tuning

M
is

tr
al

-7
B LoRA E 32.47 12.40 24.02 42.09 73.56 37.98 44.42 18.35

MTL-LoRA E,O 32.67 12.74 24.33 41.95 73.52 38.20 53.48 24.17
E,W 32.62 12.92 24.28 42.53 73.90 38.35 53.62 24.99
E,O,W 33.65 12.83 24.93 42.25 73.62 38.77 48.93 23.38

L
la

M
A

-3
-8

B LoRA E 31.76 13.17 25.04 42.15 72.93 38.77 50.66 18.87

MTL-LoRA E,O 33.44 13.22 24.24 43.04 73.86 38.45 51.36 23.06
E,W 32.54 13.56 25.08 44.67 74.05 39.60 56.11 33.05
E,O,W 32.78 13.64 25.67 43.53 73.28 39.69 53.24 24.39

Table 2: Performance comparison, on ETR-fr test set, across ICL methods and PEFT strategies on three tasks:
ETR-fr (E), OrangeSum (O) and WikiLarge FR (W). Best results are in bold, second-best are underlined.

Method Task R-1 ↑ R-2 ↑ R-L ↑ SARI ↑ BERT-F1 ↑ SRB ↑ Comp. ratio Novelty

In-Context Learning

M
is

tr
al

-7
B

Zero-Shot E 28.36 11.02 19.29 39.87 68.10 32.75 −309.24 48.37

CoT E 29.78 11.22 19.90 39.62 69.40 33.37 −261.30 50.85

RAG E 39.22 15.28 28.12 41.33 73.15 40.86 11.03 25.49
E,O 37.87 14.59 26.43 39.51 72.08 38.96 14.37 18.41
E,W 39.77 15.55 27.74 40.32 72.47 40.19 10.80 17.81
E,O,W 39.12 15.97 28.26 40.74 72.87 40.73 14.63 18.33

L
la

M
A

-3
-8

B Zero-Shot E 29.60 10.84 18.83 40.55 68.68 32.50 −180.74 55.37

CoT E 31.68 11.46 20.14 40.80 69.87 33.91 −83.36 45.41

RAG E 37.48 13.98 26.94 41.05 73.18 39.92 11.37 41.63
E,O 40.53 15.15 27.47 41.14 72.75 40.29 −12.56 31.01
E,W 39.72 16.02 26.83 41.99 73.32 40.15 13.75 35.70
E,O,W 40.12 16.55 28.43 42.63 73.39 41.52 −4.79 30.08

Paramter-Efficient Fine-Tuning

M
is

tr
al

-7
B LoRA E 35.13 12.23 25.93 38.04 70.28 37.94 21.55 11.79

MTL-LoRA E,O 29.36 11.02 21.87 38.68 69.22 34.87 36.68 40.29
E,W 34.32 12.56 24.85 38.72 70.54 37.38 22.51 19.10
E,O,W 36.45 13.22 26.21 38.39 70.97 38.32 18.33 10.55

L
la

M
A

-3
-8

B LoRA E 35.53 13.83 26.94 39.90 71.30 39.37 6.38 16.13

MTL-LoRA E,O 32.77 12.20 24.23 38.84 69.74 36.88 18.26 19.30
E,W 37.46 13.74 27.06 38.26 71.30 38.90 8.45 6.44
E,O,W 36.48 13.69 25.90 36.19 70.97 37.35 8.68 2.06

Table 3: Performance comparison, on ETR-fr-politic test set, across ICL methods and PEFT strategies on three
tasks: ETR-fr (E), OrangeSum (O) and WikiLarge FR (W). Best results are in bold, second-best are underlined.

approaches. Additionally, MTL-LoRA configu-496 rations do not demonstrate performance improve- 497
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ments over single-task LoRA in out-of-domain498

(OOD) settings, particularly on LlaMA-3-8B, sug-499

gesting a tendency toward overspecialization on the500

target task of ETR derived from children’s books.501

Combination of Tasks. Prompting or training502

with multiple datasets (E,O,W) can improve OOD503

generalization. LLaMA-3-8B+RAG and Mistral-504

7B+RAG show substantial gains across all met-505

rics compared to single-task prompting, confirm-506

ing the benefits of multi-domain exposure in507

OOD settings. This situation is mitigated for the508

PEFT strategy, where performance improvement509

is backbone-dependent. While Mistral-7B+MTL-510

LoRA steadily benefits from concurrent learning511

achieving best results in terms of SRB with its512

(E,O,W) configuration, overall best results with513

LLaMA-3-8B are obtained with single task setting.514

5.3 Human Evaluation515

Manual evaluation is essential for assessing ETR516

text quality and compliance with European guide-517

lines, which include 57 weighted questions cov-518

ering clarity, simplicity, and accessibility,9 to en-519

sure content is understandable and appropriate for520

the target audience. We validated our approach521

through human evaluation with 10 native French522

speakers, 7 NLP researchers and 3 linguists, all523

volunteers, who assessed outputs from the ETR-fr524

and ETR-politic test sets.10 We evaluated outputs525

generated by two model configurations: (1) Llama-526

3-8B+RAG augmented with ETR-fr (E) and Wiki-527

Large FR (W), and (2) Llama-3-8B+MTL-LoRA528

trained on ETR-fr, OrangeSum (O), and WikiLarge529

FR, alongside their respective single-task variants.530

These models were chosen as the best perform-531

ing ones, respectively for ICL and PEFT, for in-532

domain settings. The evaluation was performed on533

6 source documents (3 from ETR-fr and 3 from534

ETR-fr-politic test sets). Each annotator reviewed535

24 outputs, resulting in 60 samples per model and536

a total of 240 different samples evaluated. The537

assessment prioritized the most critical ETR guide-538

line criteria, including information selection, sen-539

tence construction, word choice, and illustrations,540

covering 28 detailed questions (see Table 10 in Ap-541

pendix). Additionally, we assessed general text542

generation quality metrics such as Fluency, Gram-543

9https://www.unapei.org/wp-content/
uploads/2020/01/liste_verification-falc-score_
v2020-01-14-1.xlsx

10All evaluators received training and were blind to model
development to prevent bias.

mar/Spelling, Relevance, Textual Coherence, and 544

Overall Perceived Quality, through additional five 545

questions. ETR criteria were rated on a binary scale 546

(respected, not respected, not applicable), whereas 547

human judgments used a 5-point Likert scale (1–5). 548

In-domain Results. Figures 2 presents the hu- 549

man evaluation results.11 On ETR-fr, all meth- 550

ods perform well with respect to the European 551

ETR guidelines. LoRA achieves the highest 552

overall validation rate of 0.91, particularly ex- 553

celling in word choice and sentence construc- 554

tion. MTL-LoRA+(E,O,W) shows the best re- 555

sults for sentence construction, while RAG+(E,W) 556

outperforms other models in information selec- 557

tion. In terms of text generation quality, RAG 558

leads with an overall score of 4.24, driven by 559

strong performance in fluency, grammar, and coher- 560

ence. While MTL-LoRA+(E,O,W) and LoRA are 561

competitive across individual criteria, with MTL- 562

LoRA+(E,O,W) scoring best on 3 out of 4 dimen- 563

sions, their overall quality scores are comparable 564

(3.95). Although automatic metrics indicate im- 565

proved performance in multi-task settings, human 566

evaluation results are more mixed, revealing no 567

clear advantage for single- versus multi-task strate- 568

gies, except in the Illustrations dimension. 569

Out-of-domain Results Overall performance de- 570

clines on the more challenging ETR-fr-politic, yet 571

RAG+(E,W) remains the most robust across both 572

ETR criteria and text quality evaluations, under- 573

scoring the value of the multi-task setting. Specifi- 574

cally, RAG+(E,W), trained on a broader mix of 575

tasks combining ETR and sentence simplifica- 576

tion, achieves a total validation rate of 0.80 for 577

ETR guidelines and an overall quality score of 578

3.76. In contrast, MTL-LoRA+(E,O,W) exhibits 579

the sharpest drop in quality (2.62), indicating dif- 580

ficulties in managing politically nuanced content, 581

although it still outperforms the single-task config- 582

uration in 3 out of 5 evaluation dimensions. Fur- 583

thermore, in terms of European ETR compliance, 584

MTL-LoRA+(E,O,W) struggles to generalize in 585

out-of-domain settings, showing improvement only 586

in the Illustrations criterion. 587

6 Conclusion 588

In this paper, we introduced ETR-fr, the first dataset 589

fully compliant with the European ETR guidelines 590

targeting neurodivergent populations, and explored 591

11Overall scores are provided in a table in Appendix D.2.
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(b) Quality on ETR-fr
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Overall Quality
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Figure 2: Human evaluation of generation quality on ETR-fr and ETR-fr-politic using their optimal ICL and
MTL configurations. Subfigures (a) and (c) show average scores based on the ETR guideline criteria. Subfigures (b)
and (d) present average human ratings for text generation quality.

multi-task learning to improve ETR generation592

with LLMs. Our experiments show that multi-593

task setups, particularly RAG for ICL and MTL-594

LoRA for PEFT, consistently improve performance595

in both in-domain and OOD settings according to596

automatic metrics. While human evaluation reveals597

more nuanced outcomes, it nonetheless confirms598

the benefits of multi-task learning across a broad599

range of ETR criteria and text quality dimensions.600

7 Limitations 601

The development of ETR generation models intro- 602

duces important constraints and considerations that 603

reflect the complexity of cognitive accessibility and 604

language model behavior. 605

Misalignment with deployment contexts. 606

While our evaluation combines automatic and 607

human assessments, it does not simulate usage 608

in real-world settings such as assistive reading 609

tools or educational platforms. Thus, the practical 610

utility of outputs for neurodivergent users remains 611

untested. 612

Absence of direct end-user feedback. Human 613

evaluation was conducted by proxy annotators, 614

which limits insights into subjective usability, emo- 615

tional response, and real-world accessibility, cen- 616

tral concerns in ETR adoption. 617

No explicit modeling of cognitive load. Though 618

our models optimize for readability and fluency, 619
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they do not account for cognitive effort. Even sim-620

plified outputs may challenge users when process-621

ing abstract or ambiguous content.622

ETR guidelines as a fixed supervision target.623

We use European ETR guidelines as a normative624

framework. While they offer structure, rigid adher-625

ence may exclude culturally specific or individu-626

alized accessibility strategies, limiting generaliza-627

tion.628

Simplification-centric task framing. Our for-629

mulation treats ETR as summarization and simpli-630

fication. However, this may overlook strategies631

unique to ETR, such as intentional redundancy,632

explicit inference resolution, and narrative scaffold-633

ing, often crucial for accessibility.634

Susceptibility to hallucinations. As with most635

generative models, hallucinations and factual drift636

remain concerns, especially with RAG-based sys-637

tems. This is particularly risky for audiences who638

may interpret outputs literally or depend on high639

textual reliability.640

8 Impact and Ethical Considerations641

Social and Ethical Challenge. Identifying limi-642

tations is essential for transparency and inclusive643

design. ETR generation impacts neurodivergent644

readers and intersects with accessibility, language645

rights, and communicative equity. As such, sim-646

plification systems must be evaluated not only on647

linguistic performance but on their potential to over-648

simplify or marginalize. By clarifying the limita-649

tions of our work, we aim to support responsible de-650

velopment and deployment. Acknowledging these651

boundaries also helps position ETR generation as652

a socio-technical task, one that demands sensitivity653

to both linguistic quality and lived experience.654

Risks of Oversimplification. Simplified lan-655

guage is not neutral, it involves choices about what656

meaning is retained or lost. In some cases, sim-657

plification may erase nuance, flatten perspective,658

or reinforce harmful stereotypes. This tension is659

particularly acute for readers who engage with lan-660

guage differently.661

Toward Responsible Design. Mitigating risks662

requires human-in-the-loop systems, participatory663

evaluation involving end users, and adaptation664

strategies that go beyond surface-level clarity. ETR665

guidelines should be viewed as a starting point, not666

a universal solution.667

Positioning ETR as a Research Problem. ETR 668

remains underexplored in NLP. By introducing 669

aligned data, task-specific metrics, and a critical 670

lens on modeling assumptions, we aim to establish 671

it as a standalone task, one that demands linguis- 672

tic sensitivity, practical design, and participatory 673

validation. 674
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A ETR-fr Dataset Sheet1218

The dataset description follows the recommenda-1219

tions and template proposed by Gebru et al. (2021).1220

Motivation1221

1222

For what purpose was the dataset created? Was1223

there a specific task in mind? Was there a specific gap1224

that needed to be filled? Please provide a description.1225

The ETR-fr dataset was created to address the lack1226

of high-quality, document-aligned corpora suitable1227

for generating Easy-to-Read (ETR) text. It sup-1228

ports the task of generating cognitively accessible1229

texts for individuals with cognitive impairments by1230

providing paragraph-aligned text pairs that follow1231

the European ETR guidelines. This dataset enables1232

the training and evaluation of automatic systems for1233

ETR generation in French, targeting the linguistic1234

and cognitive accessibility requirements typically1235

overlooked by existing simplification or summa-1236

rization.1237

Who created this dataset (e.g., which team, research1238

group) and on behalf of which entity (e.g., company,1239

institution, organization)?1240

The dataset was constructed by the authors of the1241

this paper on ETR-fr.1242

Composition1243

1244

What do the instances that comprise the dataset1245

represent (e.g., documents, photos, people, coun-1246

tries)? Are there multiple types of instances (e.g.,1247

movies, users, and ratings; people and interactions be-1248

tween them; nodes and edges)? Please provide a de-1249

scription.1250

Each instance in the ETR-fr dataset consists of a1251

pair of paragraph-aligned French texts: a source1252

text and its corresponding Easy-to-Read (ETR) ver-1253

sion. These are designed to support document-level1254

simplification, emphasizing both lexical and struc-1255

tural transformation.1256

How many instances are there in total (of each type,1257

if appropriate)?1258

The dataset contains 523 paragraph-aligned text1259

pairs. Additionally, an out-of-domain subset, ETR-1260

fr-politic, includes 33 paragraph pairs from 20221261

French presidential election programs.1262

What data does each instance consist of? “Raw”1263

data (e.g., unprocessed text or images) or features?1264

In either case, please provide a description.1265

Each instance consists of “raw” French text para- 1266

graphs: a complex source text and its correspond- 1267

ing simplified (ETR) version. These are aligned at 1268

the paragraph level and include natural language 1269

text only.

42

La salle des machines est divisée en deux parties :
dans la première, on produit l’électricité 
et dans  la seconde, un mécanisme active l’hélice.
 « Voici les diverses dimensions du bateau qui vous porte : 

il a la forme d’un cigare de soixante dix mètres 
et sa plus grande largeur, est de huit mètres. 
Le Nautilus se compose de deux coques
réunies entre elles par des fers  
qui lui donnent une rigidité extrême.

–  Mais comment avez-vous pu le construire en secret ?
–  J’avais établi mes ateliers sur un îlot désert en plein océan.
–  Une dernière question capitaine Nemo, êtes-vous riche ?
–  Riche à l’infini, monsieur. »

43

Le   sous-marin  a  2  machines  : 
  •  pour  fabriquer  l’électricité
  •  pour  faire  tourner  l’hélice.

Le  sous-marin  est  
  •  immense  et  solide
  •  en  forme de cigare.

Le  capitaine  Nemo  est  riche.

Le  capitaine  Nemo  a  fabriqué  son  sous-marin
en  secret sur  une  île  déserte.

Figure 3: Extract of the ETR book Twenty Thou-
sand Leagues Under the Seas by Jules Verne from
François Baudez Publishing. Left page is the origi-
nal text with an illustration. Right page is the ETR
transcription with the main information plus its cap-
tioned vignettes.

1270

Is there a label or target associated with each in- 1271

stance? If so, please provide a description. 1272

Yes. The target is the simplified (ETR-compliant) 1273

version of the source paragraph, forming a super- 1274

vised text-to-text pair for generation tasks. 1275

Is any information missing from individual in- 1276

stances? If so, please provide a description, explaining 1277

why this information is missing (e.g., because it was un- 1278

available). This does not include intentionally removed 1279

information, but might include, e.g., redacted text. 1280

The pictograms present with the original texts have 1281

not been extracted. 1282

Are relationships between individual instances made 1283

explicit (e.g., users’ movie ratings, social network 1284

links)? If so, please describe how these relationships 1285

are made explicit. 1286

No such relationships exist or are made explicit in 1287

this dataset. 1288

Are there recommended data splits (e.g., training, 1289

development/validation, testing)? If so, please pro- 1290

vide a description of these splits, explaining the rationale 1291

behind them. 1292

Yes. The dataset is divided into training (399 pairs), 1293

validation (71 pairs), and test (53 pairs) subsets. 1294

The test set comprises two distinct books chosen to 1295

ensure diversity in linguistic features such as text 1296
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length, structure, and readability. The remaining1297

books were split into training and validation sets us-1298

ing a stratified approach to minimize thematic and1299

lexical overlap. Additionally, the ETR-fr-politic1300

test set (33 pairs) was introduced to assess model1301

generalization on out-of-domain content not seen1302

during training.1303

Are there any errors, sources of noise, or redundan-1304

cies in the dataset? If so, please provide a description.1305

No specific mention of noise or redundancy issues1306

is made in the source document.1307

Is the dataset self-contained, or does it link to or1308

otherwise rely on external resources (e.g., websites,1309

tweets, other datasets)? If it links to or relies on ex-1310

ternal resources, a) are there guarantees that they will1311

exist, and remain constant, over time; b) are there official1312

archival versions of the complete dataset (i.e., includ-1313

ing the external resources as they existed at the time1314

the dataset was created); c) are there any restrictions1315

(e.g., licenses, fees) associated with any of the external1316

resources that might apply to a future user?1317

The dataset is self-contained, it does not rely on1318

external resources.1319

Does the dataset contain data that might be consid-1320

ered confidential (e.g., data that is protected by legal1321

privilege or by doctor-patient confidentiality, data1322

that includes the content of individuals non-public1323

communications)? If so, please provide a description.1324

No. All texts are from published sources and are1325

intended for public consumption.1326

Does the dataset contain data that, if viewed directly,1327

might be offensive, insulting, threatening, or might1328

otherwise cause anxiety? If so, please describe why.1329

No such content is reported or expected in the1330

dataset.1331

Does the dataset relate to people? If not, you may1332

skip the remaining questions in this section.1333

No. The dataset is composed of literary and politi-1334

cal texts and does not contain personal information.1335

1336

Collection Process1337

1338

How was the data associated with each instance1339

acquired? Was the data directly observable (e.g., raw1340

text, movie ratings), reported by subjects (e.g., survey1341

responses), or indirectly inferred/derived from other data1342

(e.g., part-of-speech tags, model-based guesses for age1343

or language)? If data was reported by subjects or in- 1344

directly inferred/derived from other data, was the data 1345

validated/verified? If so, please describe how. 1346

The data are directly observable from published 1347

ETR books. Each ETR version is produced by 1348

a pair of trained transcribers working collabora- 1349

tively, in accordance with the European Easy-to- 1350

Read guidelines (Pathways, 2021), to obtain official 1351

ETR certification. 1352

What mechanisms or procedures were used to col- 1353

lect the data (e.g., hardware apparatus or sensor, 1354

manual human curation, software program, software 1355

API)? How were these mechanisms or procedures vali- 1356

dated? 1357

To collect the data from ETR books, we first ob- 1358

tained the PDF versions and manually curated them 1359

to identify pairs of pages containing the original 1360

text and its corresponding ETR version. The tex- 1361

tual content was then extracted using the Python 1362

library pypdfium212. 1363

If the dataset is a sample from a larger set, what was 1364

the sampling strategy (e.g., deterministic, probabilis- 1365

tic with specific sampling probabilities)? 1366

The dataset is not sampled from a larger set; it in- 1367

cludes the complete collection of available aligned 1368

texts selected for the study. 1369

Who was involved in the data collection process 1370

(e.g., students, crowdworkers, contractors) and how 1371

were they compensated (e.g., how much were crowd- 1372

workers paid)? 1373

Unknown for the mannual book transcrptions. The 1374

data collection was carried out by the main author 1375

of this paper as part of their research work. 1376

Over what timeframe was the data collected? Does 1377

this timeframe match the creation timeframe of the 1378

data associated with the instances (e.g., recent crawl 1379

of old news articles)? If not, please describe the time- 1380

frame in which the data associated with the instances 1381

was created. 1382

The exact creation dates of the original books are 1383

unknown. However, the dataset itself was con- 1384

structed between May 2023 and June 2023. 1385

Were any ethical review processes conducted (e.g., 1386

by an institutional review board)? If so, please provide 1387

a description of these review processes, including the 1388

outcomes, as well as a link or other access point to any 1389

supporting documentation. 1390

No ethical review. 1391

12https://github.com/pypdfium2-team/pypdfium2
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Does the dataset relate to people? If not, you may1392

skip the remaining questions in this section.1393

No.1394

Preprocessing/cleaning/labeling1395

1396

Was any preprocessing/cleaning/labeling of the data1397

done (e.g., discretization or bucketing, tokenization,1398

part-of-speech tagging, SIFT feature extraction, re-1399

moval of instances, processing of missing values)?1400

If so, please provide a description. If not, you may skip1401

the remainder of the questions in this section.1402

Manual cleaning was performed to remove chapter1403

titles from the original texts, as these were not1404

present in the corresponding ETR versions.1405

Was the “raw” data saved in addition to the prepro-1406

cessed/cleaned/labeled data (e.g., to support unan-1407

ticipated future uses)? If so, please provide a link or1408

other access point to the “raw” data.1409

Yes. The raw data is provided alongside the1410

cleaned version.1411

Is the software used to preprocess/clean/label the1412

instances available? If so, please provide a link or1413

other access point.1414

• pypdfium2: https://github.com/1415

pypdfium2-team/pypdfium21416

• cleantext: https://pypi.org/project/1417

cleantext/1418

Uses1419

1420

Has the dataset been used for any tasks already? If1421

so, please provide a description.1422

No.1423

What (other) tasks could the dataset be used for?1424

This dataset could also be used for text classifica-1425

tion and style transfer.1426

Is there anything about the composition of the1427

dataset or the way it was collected and prepro-1428

cessed/cleaned/labeled that might impact future1429

uses? For example, is there anything that a future user1430

might need to know to avoid uses that could result in1431

unfair treatment of individuals or groups (e.g., stereotyp-1432

ing, quality of service issues) or other undesirable harms1433

(e.g., financial harms, legal risks) If so, please provide a1434

description. Is there anything a future user could do to1435

mitigate these undesirable harms?1436

No.1437

Are there tasks for which the dataset should not be 1438

used? If so, please provide a description. 1439

No. 1440

Any other comments? 1441

Distribution 1442

1443

Will the dataset be distributed to third parties outside 1444

of the entity (e.g., company, institution, organization) 1445

on behalf of which the dataset was created? If so, 1446

please provide a description. 1447

1448

How will the dataset will be distributed (e.g., tarball 1449

on website, API, GitHub) Does the dataset have a 1450

digital object identifier (DOI)? 1451

The dataset will be available on GitHub repository. 1452

1453

When will the dataset be distributed? 1454

The dataset will be released pending agreement 1455

from the ETR books publisher. 1456

Will the dataset be distributed under a copyright or 1457

other intellectual property (IP) license, and/or under 1458

applicable terms of use (ToU)? If so, please describe 1459

this license and/or ToU, and provide a link or other ac- 1460

cess point to, or otherwise reproduce, any relevant li- 1461

censing terms or ToU, as well as any fees associated 1462

with these restrictions. 1463

The dataset will be released under a custom li- 1464

cense, subject to approval from the ETR books 1465

publisher. Redistribution and use will be permitted 1466

for research purposes only, with appropriate cita- 1467

tion. No commercial use will be allowed without 1468

explicit permission. 1469

Have any third parties imposed IP-based or other re- 1470

strictions on the data associated with the instances? 1471

If so, please describe these restrictions, and provide a 1472

link or other access point to, or otherwise reproduce, any 1473

relevant licensing terms, as well as any fees associated 1474

with these restrictions. 1475

No. 1476

Do any export controls or other regulatory restric- 1477

tions apply to the dataset or to individual instances? 1478

If so, please describe these restrictions, and provide a 1479

link or other access point to, or otherwise reproduce, any 1480

supporting documentation. 1481

No restrictions. 1482

Maintenance 1483

1484
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Who will be supporting/hosting/maintaining the1485

dataset?1486

The dataset will be maintained by the primary1487

author of the paper.1488

How can the owner/curator/manager of the dataset1489

be contacted (e.g., email address)?1490

By submitting an issue on the dataset’s GitHub1491

repository.1492

Is there an erratum? If so, please provide a link or other1493

access point.1494

Yes, errata can be reported and tracked via GitHub1495

issues.1496

Will the dataset be updated (e.g., to correct label-1497

ing errors, add new instances, delete instances)?1498

If so, please describe how often, by whom, and how1499

updates will be communicated to users (e.g., mailing list,1500

GitHub)?1501

Yes, updates will be handled by the repository1502

maintainer on GitHub. Users can receive update1503

notifications by subscribing to the repository.1504

If the dataset relates to people, are there applicable1505

limits on the retention of the data associated with1506

the instances (e.g., were individuals in question told1507

that their data would be retained for a fixed period of1508

time and then deleted)? If so, please describe these1509

limits and explain how they will be enforced.1510

This dataset does not contain or pertain to any1511

personal data.1512

Will older versions of the dataset continue to be1513

supported/hosted/maintained? If so, please describe1514

how. If not, please describe how its obsolescence will1515

be communicated to users.1516

Yes, previous versions will remain available in the1517

“Releases” section of the GitHub repository.1518

If others want to extend/augment/build on/contribute1519

to the dataset, is there a mechanism for them to do1520

so? If so, please provide a description. Will these con-1521

tributions be validated/verified? If so, please describe1522

how. If not, why not? Is there a process for communicat-1523

ing/distributing these contributions to other users? If so,1524

please provide a description.1525

Yes, contributors may open a GitHub issue and sub-1526

mit a pull request. They should mention the main-1527

tainer and clearly describe their proposed changes,1528

which will then be reviewed and validated before1529

being merged.1530

B Implementation Details 1531

B.1 Multi-Task Methods 1532

MTL-LoRA LLMs are trained for 6 epochs max- 1533

imum, using the AdamW optimizer (Loshchilov 1534

and Hutter, 2019) with the following parameters: 1535

ϵ = 10−9, β1 = 0.9, β2 = 0.999, and a weight 1536

decay of λ = 0.01. A linear learning rate sched- 1537

uler with a 10% warm-up ratio is employed. The 1538

training batch size is fixed at 4, with 4 steps gradi- 1539

ent accumulation and training tasks are randomly 1540

sampled. The learning rate is chosen from the set 1541

{1 · 10−5, 2 · 10−5, 5 · 10−5, 1 · 10−4}, and hyper- 1542

parameter selection is performed to maximize SRB 1543

↑. According to experimental findings, LoRA and 1544

MTL-LoRA hyperparameters are set to r = 128 1545

and attn_matrices = WQKV O. Moreover, we 1546

chose α = r to keep a 1:1 ratio so as not to 1547

overpower the backbone (Lee et al., 2023). For 1548

MTL-LoRA configuration, sharpness of the weight 1549

distribution is fixed at 0.5 and the optimal n up- 1550

projections is selected among {1, 2, 3}. We rely on 1551

the implementation provided by Adapters library 1552

(Poth et al., 2023) for all PEFT methods. Best 1553

hyperparameters for PEFT methods are in Table 4. 1554

MTL-RAG To facilitate few-shot multi-task 1555

learning within the in-context learning framework, 1556

we develop a multi-task extension of Retrieval- 1557

Augmented Generation (RAG). Our approach re- 1558

trieves demonstrations from various tasks and in- 1559

tegrates them into the prompt. We conduct experi- 1560

ments using 1, 2, and 3 examples per task, analyz- 1561

ing how the ordering of tasks and examples within 1562

the prompt influences performance. We investigate 1563

three strategies for sequencing demonstrations in 1564

the prompt as mentioned in Section 4.2: random, 1565

grouped and interleaved orderings. 1566

The optimal hyperparameters for in-context 1567

learning are summarized in Table 5. 1568

B.2 Models 1569

We utilize the following instruct models for In- 1570

Context Learning (ICL): 1571

• Llama-3.1-8B-Instruct 1572

• Mistral-7B-Instruct-v0.3 1573

For experiments involving Parameter-Efficient 1574

Fine-Tuning (PEFT), we employ the following base 1575

models: 1576

• Llama-3.1-8B 1577
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Batch size lr Acc. steps Epochs α = r Attn. matrices n up proj. τ
L

la
M

A
-3

-8
B LoRA E 4 1 · 10−4 4 6 128 WQKV O - -

MTL-LoRA E,O,W 4 1 · 10−4 4 6 128 WQKV O 3 0.5
E,O 4 1 · 10−4 4 6 128 WQKV O 3 0.5
E,W 4 1 · 10−4 4 6 128 WQKV O 3 0.5

M
is

tr
al

-7
B LoRA E 4 1 · 10−4 4 6 128 WQKV O - -

MTL-LoRA E,O,W 4 1 · 10−4 4 6 128 WQKV O 3 0.5
E,O 4 5 · 10−5 4 6 128 WQKV O 3 0.5
E,W 4 1 · 10−4 4 6 128 WQKV O 3 0.5

Table 4: PEFT hyperparameter configurations chosen based on SRB performance on the ETR-fr validation set. E,
O, and W refer to ETR-fr, OrangeSum, and WikiLarge FR, respectively.

k Ordering

M
is

tr
al

-7
B

Zero-Shot E - -

CoT E - -

RAG E 7 Random
E,O 3 Random
E,W 3 Random
E,O,W 3 Interleaved

L
la

M
A

-3
-8

B Zero-Shot E - -

CoT E - -

RAG E 9 Random
E,O 3 Random
E,W 3 Random
E,O,W 2 Random

Table 5: ICL hyperparameter configurations selected
based on SRB performance on the ETR-fr validation set.
Here, E denotes ETR-fr, O denotes OrangeSum, and W
denotes WikiLarge FR.

• Mistral-7B-v0.31578

• DeepSeek-R1-Distill-Llama-8B1579

B.3 Metrics1580

Text Descriptive Statistics To calculate the1581

descriptive statistics presented in Table 1,such1582

as word count, sentence length, compression1583

ratio, KMRE, and others, we employ the1584

TextDescriptives (Hansen et al., 2023) and1585

textacy Python libraries, both of which use the1586

fr_core_news_md-3.8.0 model from SpaCy.1587

ROUGE (Recall-Oriented Understudy for Gist-1588

ing Evaluation) (Lin, 2004) is a widely used metric1589

for assessing the quality of automatically gener-1590

ated summaries by measuring n-gram and sequence1591

overlap with reference texts. Specifically, we report1592

the F1-scores for ROUGE-1 (ROUGE-1), ROUGE-1593

2 (ROUGE-2), and ROUGE-L (ROUGE-L), which1594

capture overlap of unigrams, bigrams, and longest1595

common subsequences, respectively. The F1-score 1596

represents the harmonic mean of precision and re- 1597

call. For evaluation, we use Hugging Face’s inter- 1598

face to Google’s official implementation. 1599

BERTScore (Zhang et al., 2020) is based on 1600

the contextual word representations generated by 1601

BERT-like encoders. Unlike traditional metrics 1602

like BLEU or ROUGE, which rely on exact lexical 1603

matches, BERTScore uses embeddings to capture 1604

finer semantic similarities, offering more flexibility 1605

with respect to context and greater robustness to 1606

word reordering and synonyms. For each word in 1607

the generated text, BERTScore finds the most simi- 1608

lar word in the reference text using cosine similari- 1609

ties of their representations. The goal of this step is 1610

to align the words in the generated text with those 1611

in the reference text. These similarity scores for the 1612

aligned word pairs are then aggregated to obtain 1613

recall, precision, and F1-score. For reproducibility, 1614

we use the Hugging Face’s wrapper coupled with 1615

bert-base-multilingual-cased model. 1616

SARI (Sentence-level Accuracy Rating for Text 1617

Simplification) (Xu et al., 2016) is commonly used 1618

to evaluate sentence and text simplification. Unlike 1619

other metrics like BLEU or ROUGE, which focus 1620

primarily on lexical similarity to reference texts, 1621

SARI takes into account three key aspects of simpli- 1622

fication: content preservation (keep), information 1623

addition (add), and information deletion (del). For 1624

each word or n-gram generated, SARI evaluates 1625

whether the word should be kept, added, or deleted 1626

by comparing it with its source and the ground 1627

truth. The mathematical expression of SARI is the 1628

average of the F1-score of these three measures. 1629

SARI =
F1keep + F1add + F1del

3
1630

For evaluation, we use Hugging Face’s in- 1631
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terface, which is adapted from TensorFlow’s1632

tensor2tensor implementation (Vaswani et al.,1633

2018).1634

KMRE (Kandel-Moles Reading Ease) (Kandel1635

and Moles, 1958) is the French adaptation of the1636

Flesch-Kincaid Reading Ease (FKRE) (Kincaid1637

and Others, 1975), originally designed for English.1638

It measures the complexity of French texts based1639

on sentence length and word length without the1640

need for comparison with a reference text:1641

KMRE = 207 - 1.015

(
#words

#sentences

)
− 73.6

(
#syllables

#words

)
1642

KMRE, like the FKRE, is theoretically bounded1643

between 0 and 100. However, it can exceed 100 in1644

rare cases, particularly when the text contains very1645

short sentences and simple, monosyllabic words.1646

This is often the case in ETR documents, which are1647

specifically designed for ease of reading. Moreover,1648

Wubben et al. (2012) advises not to use this metric1649

alone, as it does not account for grammar quality1650

or meaning preservation. This is why we pair it1651

with BERTScore, ROUGE, and SARI, and we do1652

not monitor it for hyperparameter tuning.1653

LIX (läsbarhetsindex) (Björnsson, 1983) is a1654

readability measure to indicate the difficulty of1655

reading a text. It is calculated using two factors:1656

the average sentence length and the percentage of1657

long words (more than 6 letters) :1658

LIX =

(
#words

#periods

)
+ 100

(
#long words

#words

)
1659

LIX scores typically range from 20 ("very easy")1660

to 60 ("very difficult"). The formula is considered1661

objective and quick to compute compared to other1662

readability measures.1663

SRB is proposed to measure the quality of a ETR1664

text by aggregating metrics related to ETR tran-1665

scription characteristics, i.e. simplification, sum-1666

marization, and meaning preservation. To do this,1667

we compute the harmonic mean of SARI, ROUGE-1668

L, and BERTScore-F1:1669

SRB =
3

1

SARI
+

1

R-L
+

1

BERTScore-F1

1670

Novelty is used to evaluate abstractiveness, mea-1671

sured by the percentage of n-grams in the generated1672

text that do not appear in the source document (See1673
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k shots
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ETR-fr ETR-fr+OrangeSum ETR-fr+WikiLarge FR ETR-fr+OrangeSum+WikiLarge FR

Figure 4: SRB performance score of Mistral-7B and
LLaMA-3-8B on the ETR-fr validation set with varying
number of in-context examples (k = 1–9) and task
combinations.
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Figure 5: SRB performance of Mistral-7B and LLaMA-
3-8B on the ETR-fr validation set under different exam-
ple ordering strategies and task combination configura-
tions.

et al., 2017; Kamal Eddine et al., 2021). We report 1674

only novel 1-grams, excluding stop words (com- 1675

monly used words in a language). 1676

Compression ratio is the proportion of the docu- 1677

ment that has been removed. A higher compression 1678

ratio indicates more reduction, meaning the sum- 1679

mary is more condensed compared to the original 1680

document. 1681

Comp. Ratio = 1− #words in ETR
#words in source

1682

C In-Context Learning Hyperparameters 1683

Effects 1684

Figure 6 illustrates examples of prompts used for 1685

zero-shot (Fig. 6a), chain-of-thought (Fig. 6c) and 1686

few-shot (Fig. 6b). 1687

C.1 Impact of the Number of Shots on ETR-fr 1688

Performance 1689

Figure 4 presents the performance of LLaMA-3-8B 1690

and Mistral-7B on the French text simplification 1691

benchmark (ETR-fr) across varying numbers of in- 1692

context learning (ICL) examples (k = 1 to 9) and 1693

under different training configurations. 1694
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LLaMA-3-8B Performance. For the LLaMA-3-1695

8B model, performance generally increases with1696

larger k values. The basic task ETR-fr alone yields1697

steadily rising median SRB scores, from 40.93 at1698

k = 1 to 45.96 at k = 9. The incorporation of1699

auxiliary datasets (OrangeSum and WikiLarge FR)1700

leads to varied results. For instance, combining1701

ETR-fr with WikiLarge FR at k = 2 raises the1702

median from 42.96 to 42.33, while the three-dataset1703

combination at k = 6 has a lower median of 41.601704

compared to 44.84 for ETR-fr alone. This suggests1705

diminishing returns or even negative interference1706

when too many tasks are combined.1707

Mistral-7B Performance. The Mistral-7B1708

model demonstrates a similar trend of improved1709

performance with increasing k values for the1710

ETR-fr task. Median SRB rise from 41.26 at k = 11711

to 45.96 at k = 9. However, Mistral exhibits less1712

variation across configurations. The inclusion of1713

OrangeSum and WikiLarge FR improves SRB1714

modestly, and the three-dataset combination1715

remains slightly below the single-task performance.1716

For example, at k = 6, ETR-fr alone achieves a1717

median of 44.58, whereas the triple combination1718

achieves only 41.28.1719

Comparative Insights. When comparing both1720

models, LLaMA-3-8B tends to show greater gains1721

from dataset combinations than Mistral-7B, al-1722

though it also experiences more variance. For1723

both models, the highest performances are obtained1724

when using ETR-fr alone at higher k values, indi-1725

cating that overloading the prompt context with1726

multiple tasks may dilute performance. Moreover,1727

the higher maximum SRB for LLaMA across con-1728

figurations (e.g., up to 46.12) suggest it may have1729

a higher performance ceiling, buy with more fluc-1730

tuation.1731

C.2 Conclusion1732

In summary, increasing the in-context learning size1733

(k) generally improves model performance. Task1734

combination has mixed effects: beneficial in some1735

configurations but detrimental in others, especially1736

when too many tasks are combined. LLaMA-3-1737

8B appears more sensitive to these changes than1738

Mistral-7B, highlighting important considerations1739

for prompt engineering.1740

C.2.1 Impact of the Tasks Ordering on 1741

ETR-fr Performance 1742

Figure 5 presents the impact of task ordering on 1743

model performance under different multi-task train- 1744

ing configurations. For both models, three types 1745

of example ordering are compared: grouped, inter- 1746

leaved, and random. Each ordering is evaluated 1747

with different training task combinations, such as 1748

ETR-fr+OrangeSum, ETR-fr+WikiLarge FR, and 1749

ETR-fr+OrangeSum+WikiLarge FR. 1750

LLaMA-3-8B Performance. For LLaMA-3-8B, 1751

performance consistently improves when Wiki- 1752

Large FR data is added to the training set. The 1753

configuration using only ETR-fr+WikiLarge FR 1754

yields the highest SRB scores across all ordering 1755

methods, particularly under the random strategy, 1756

which achieves the highest maximum score (45.39). 1757

Overall, grouped and random orderings tend to re- 1758

sult in higher median and upper-quartile SRB com- 1759

pared to interleaved ordering, indicating that the 1760

sequential arrangement of examples plays a role in 1761

performance. 1762

Mistral-7B Performance. For Mistral-7B, the 1763

impact of training set composition is similarly pos- 1764

itive, with improvements observed upon including 1765

WikiLarge FR. However, the differences among the 1766

three ordering strategies are more subtle. grouped 1767

and interleaved yield very similar statistics, with 1768

slight advantages in median SRB depending on 1769

the training data. The highest maximum score for 1770

Mistral-7B (43.76) occurs under the random strat- 1771

egy with the ETR-fr+OrangeSum dataset, although 1772

this configuration does not have the most consistent 1773

results across runs. 1774

Comparative Insights. Comparing the two mod- 1775

els, LLaMA-3-8B generally outperforms Mistral- 1776

7B in terms of median and maximum SRB, particu- 1777

larly when trained with ETR-fr and WikiLarge FR. 1778

Mistral-7B demonstrates more stable performance 1779

with narrower score ranges but slightly lower cen- 1780

tral tendency metrics. These results suggest that 1781

while both models benefit from enriched prompts, 1782

LLaMA-3-8B exhibits greater potential for high- 1783

end performance when paired with appropriate ex- 1784

ample ordering and task combinations. 1785
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D Complementary Evaluation Results1786

D.1 Quantitative Results1787

The average performances of various methods on1788

the ETR-fr and ETR-fr-politic test sets is presented1789

in tables 6a and 6b, respectively. These results1790

compare In-Context Learning (ICL) techniques,1791

such as Zero-shot, Chain-of-Thought (CoT), and1792

Retrieval-Augmented Generation (RAG), against1793

Parameter-Efficient Fine-Tuning (PEFT) methods1794

including LoRA and MTL-LoRA. Evaluations are1795

conducted across different LLM models (Mistral-1796

7B, LlaMA-3-8B and DeepSeek-R1-8B) and task1797

combinations (E: ETR-fr, O: OrangeSum, W: Wik-1798

iLarge FR). Metrics such as ROUGE (R-1, R-2,1799

R-L), SARI, BERTScore-F1, SRB, Compression1800

Ratio, and Novelty are used to provide a compre-1801

hensive performance overview.1802

The experimental results clearly highlight the1803

performance benefits of both retrieval augmenta-1804

tion and fine-tuning approaches, particularly under1805

multi task settings.1806

In-Context Learning (ICL) Zero-Shot and CoT-1807

settings generally underperform across all metrics1808

compared to RAG and PEFT. While CoTshows a1809

slight improvement in novelty and informativeness1810

over Zero-Shot, gains are marginal. RAG consis-1811

tently improves performance over basic prompt-1812

ing, especially on the main ETR-fr test set. For1813

both Mistral-7B and LlaMA-3-8B, RAG with task1814

combinations (E, E+O, E+W, E+O+W) achieves1815

substantial boosts in ROUGE and SARI scores. No-1816

tably, RAG yields the highest performance in most1817

individual metrics under the ICL category.1818

Parameter-Efficient Fine-Tuning (PEFT)1819

PEFT models consistently outperform in-context1820

learning (ICL) methods across all evaluation met-1821

rics. Both the LoRA and MTL-LoRA setups yield1822

notable gains in fluency, simplicity, and informa-1823

tiveness. Among them, LlaMA-3-8B-MTL-LoRA1824

achieves the best overall performance, excelling1825

in metrics such as SARI, BERTScore-F1, and1826

compression ratio, highlighting its effectiveness in1827

producing simplified text that remains semantically1828

faithful. The Multi-task LoRA (E+W) variant1829

records the highest scores for SARI (44.67),1830

BERTScore (74.05), and compression ratio1831

(56.11), suggesting a well-balanced approach that1832

preserves meaning while substantially reducing1833

text length. Additionally, we report results1834

for the DeepSeek-R1-8B model; however, its1835

performance is consistently lower than other 1836

LLM configurations, regardless of the fine-tuning 1837

strategy applied. 1838

Out-of-Domain (ETR-fr-politic) Performance 1839

On the political subset, the performance gap be- 1840

tween ICL and PEFT narrows slightly; however, 1841

PEFT models continue to demonstrate a clear ad- 1842

vantage. Among the ICL methods, RAG-based 1843

approaches retain their relative lead, particularly 1844

when augmented with additional context (E+W 1845

and E+O+W), indicating stronger generalization 1846

capabilities. Notably, the zero-shot LlaMA-3-8B 1847

model achieves the highest novelty score (55.73), 1848

which could signal greater output diversity, though 1849

it might also suggest reduced fidelity. Similar to 1850

previous findings, DeepSeek-R1-8B consistently 1851

underperforms compared to other LLM configura- 1852

tions, regardless of the fine-tuning method used. 1853

D.2 Human Evaluation 1854

We conduct a comprehensive human evaluation 1855

on two datasets, ETR-fr and ETR-fr-politic, as- 1856

sessing the generated explanations along dimen- 1857

sions guided by the ETR framework and general 1858

language quality metrics. Results are reported in 1859

Tables 7 and 8. 1860

Explanation Criteria (ETR dimensions). On 1861

ETR-fr, all methods exhibit strong performance 1862

across information selection, word selection, and 1863

sentece construction construction (scores >0.88), 1864

with the LoRA method slightly outperforming oth- 1865

ers in word selection (0.94) and overall global qual- 1866

ity (0.91). Illustration quality, however, remains 1867

a consistent weakness across methods, with high 1868

variance indicating instability or inconsistent strat- 1869

egy for visual grounding. 1870

For the more challenging ETR-fr-politic, over- 1871

all scores decrease across all explanation criteria. 1872

Notably, RAG with joint training on E and W 1873

achieves the best global score (0.80), outperform- 1874

ing LoRA and MTL-LoRA. While RAG maintains 1875

high scores in information selection and sentece 1876

construction illustration scores remain low across 1877

the board, underscoring the difficulty of generat- 1878

ing coherent examples or analogies in politically 1879

sensitive domains. 1880

General Language Quality. As shown in Ta- 1881

ble 8, RAG again performs competitively on both 1882

datasets. On ETR-fr, it achieves the highest rat- 1883

ings in grammar and coherence (both > 4.4), with 1884
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Method Task R-1 ↑ R-2 ↑ R-L ↑ SARI ↑ BERT-F1 ↑ SRB ↑ Comp. ratio Novelty

In Context Learning
M

is
tr

al
-7

B

Zero-Shot E 23.96±0.04 7.08±0.01 16.25±0.03 37.07±0.00 69.75±0.00 29.17±0.03 −64.14±0.00 35.70±0.00

CoT E 23.53±0.06 7.23±0.01 16.20±0.04 37.39±0.00 68.80±0.00 29.12±0.05 −60.53±0.00 36.09±0.00

RAG E 31.91±0.66 10.77±0.65 22.54±0.75 40.14±0.57 72.17±0.30 36.08±0.80 45.23±1.17 27.27±0.58

E,O 30.36±0.47 9.61±0.34 21.80±0.30 39.49±0.12 71.07±0.18 35.19±0.29 47.99±1.91 26.80±0.84

E,W 30.46±0.48 9.93±0.17 21.72±0.34 38.76±0.43 71.57±0.14 34.96±0.34 35.08±2.13 23.32±0.31

E,O,W 29.85±0.04 9.58±0.03 21.55±0.05 39.53±0.00 71.06±0.00 34.98±0.05 46.42±0.00 25.85±0.00

L
la

M
A

-3
-

8B

Zero-Shot E 24.90±0.20 8.16±0.25 17.10±0.38 38.48±0.38 70.15±0.17 30.38±0.48 −22.52±2.47 39.13±0.92

CoT E 27.23±0.91 8.81±0.21 18.34±0.57 38.15±0.23 70.79±0.52 31.62±0.65 7.59±4.82 30.33±1.75

RAG E 33.05±0.72 12.23±0.44 23.77±0.68 41.66±0.45 72.59±0.38 37.57±0.70 43.36±2.62 27.06±0.29

E,O 30.77±0.35 10.85±0.31 22.10±0.35 39.84±0.22 71.13±0.17 35.54±0.32 24.36±30.13 25.02±1.84

E,W 32.14±0.56 11.70±0.34 23.11±0.19 40.49±0.32 71.88±0.18 36.64±0.24 42.30±1.59 26.70±0.92

E,O,W 30.53±0.74 10.67±0.45 21.65±0.71 39.24±0.20 71.21±0.26 35.00±0.67 31.18±4.94 24.08±1.37

PEFT

M
is

tr
al

-7
B LoRA E 32.45±0.03 12.38±0.02 23.99±0.05 42.09±0.00 73.56±0.00 37.95±0.04 44.42±0.00 18.35±0.00

MTL-LoRA E,O 32.62±0.04 12.73±0.01 24.29±0.04 41.95±0.00 73.52±0.00 38.16±0.03 53.48±0.00 24.17±0.00

E,W 32.68±0.05 12.91±0.01 24.25±0.03 42.53±0.00 73.90±0.00 38.33±0.03 53.62±0.00 24.99±0.00

E,O,W 33.60±0.05 12.81±0.05 24.89±0.04 42.25±0.00 73.62±0.00 38.74±0.03 48.93±0.00 23.38±0.00

L
la

M
A

-3
-

8B

LoRA E 31.80±0.03 13.16±0.09 24.92±0.18 42.15±0.01 72.84±0.17 38.67±0.17 50.50±0.28 18.37±0.88

MTL-LoRA E,O 33.38±0.06 13.16±0.05 24.20±0.04 43.06±0.01 73.88±0.01 38.42±0.03 50.90±0.40 23.25±0.17

E,W 32.54±0.05 13.50±0.06 25.01±0.06 44.67±0.00 74.05±0.00 39.54±0.05 56.11±0.00 33.05±0.00

E,O,W 32.78±0.02 13.67±0.03 25.55±0.16 43.58±0.10 73.33±0.09 39.62±0.09 52.66±1.00 24.27±0.21

D
ee

pS
ee

k-
R

1-
8B

LoRA E 20.45±0.65 7.72±0.29 15.40±0.13 41.29±0.04 66.02±0.26 28.76±0.16 −4.61±3.83 21.86±0.29

MTL-LoRA E,O 23.70±0.32 8.86±0.04 18.18±0.33 42.91±0.06 66.72±0.24 32.15±0.37 8.57±1.08 27.92±0.86

E,W 25.38±0.11 9.35±0.05 18.52±0.07 43.06±0.03 68.08±0.14 32.64±0.08 −0.52±2.52 36.16±0.30

E,O,W 22.70±0.10 7.93±0.01 16.59±0.02 42.94±0.00 67.18±0.00 30.47±0.02 −9.35±0.00 29.50±0.00

(a) Performance on ETR-fr test set.

Method Task R-1 ↑ R-2 ↑ R-L ↑ SARI ↑ BERT-F1 ↑ SRB ↑ Comp. ratio Novelty

In Context Learning

M
is

tr
al

-7
B

Zero-Shot E 28.42±0.12 10.98±0.07 19.31±0.03 39.87±0.00 68.10±0.00 32.77±0.03 −309.24±0.00 48.37±0.00

CoT E 29.80±0.03 11.21±0.05 19.88±0.08 39.62±0.00 69.40±0.00 33.35±0.07 −261.30±0.00 50.85±0.00

RAG E 40.19±0.63 16.07±0.60 28.25±0.31 41.40±0.46 73.01±0.34 40.96±0.35 9.00±3.96 23.21±2.39

E,O 37.49±0.61 14.50±0.35 26.38±0.69 39.46±0.35 72.27±0.26 38.92±0.58 14.26±2.65 17.57±1.61

E,W 39.65±0.19 15.36±0.35 27.85±0.38 40.08±0.36 72.35±0.29 40.17±0.23 8.72±1.73 17.47±1.68

E,O,W 39.14±0.04 15.96±0.09 28.40±0.11 40.74±0.00 72.87±0.00 40.82±0.07 14.63±0.00 18.33±0.00

L
la

M
A

-3
-

8B

Zero-Shot E 29.10±0.40 10.68±0.35 18.70±0.41 40.68±0.48 68.65±0.11 32.39±0.51 −178.23±7.77 55.73±1.07

CoT E 31.15±0.99 10.47±0.81 19.54±0.65 39.80±0.63 69.66±0.43 33.09±0.74 −70.57±8.09 47.80±1.71

RAG E 37.68±0.53 14.46±0.65 26.09±0.60 42.05±0.90 73.01±0.20 39.57±0.41 1.47±6.45 41.78±0.86

E,O 37.43±2.11 14.28±0.89 25.92±1.42 40.95±0.90 72.41±0.61 39.05±1.37 −7.72±14.32 31.85±1.69

E,W 39.99±1.10 16.27±0.61 27.84±1.10 42.41±0.43 73.83±0.47 41.06±0.96 13.46±2.37 36.72±2.01

E,O,W 38.33±1.46 15.12±1.08 26.89±1.10 41.08±0.94 72.86±0.51 39.86±1.13 6.34±7.54 29.92±0.48

PEFT

M
is

tr
al

-7
B LoRA E 35.10±0.04 12.28±0.04 25.97±0.03 38.04±0.00 70.28±0.00 37.96±0.02 21.55±0.00 11.79±0.00

MTL-LoRA E,O 29.29±0.07 11.02±0.01 21.90±0.04 38.68±0.00 69.22±0.00 34.90±0.03 36.68±0.00 40.29±0.00

E,W 34.32±0.06 12.60±0.07 24.87±0.11 38.72±0.00 70.54±0.00 37.40±0.09 22.51±0.00 19.10±0.00

E,O,W 36.34±0.10 13.24±0.02 26.29±0.08 38.39±0.00 70.97±0.00 38.37±0.06 18.33±0.00 10.55±0.00

L
la

M
A

-3
-

8B

LoRA E 34.65±1.43 13.34±0.85 26.40±0.95 39.70±0.35 70.73±0.99 38.85±0.90 4.67±2.97 16.19±0.11

MTL-LoRA E,O 32.17±0.52 11.94±0.23 23.98±0.22 39.35±0.44 69.49±0.21 36.81±0.06 17.14±0.98 20.01±0.62

E,W 37.58±0.12 13.68±0.05 27.02±0.03 38.26±0.00 71.30±0.00 38.88±0.02 8.45±0.00 6.44±0.00

E,O,W 36.38±0.22 13.72±0.07 25.75±0.23 36.19±0.00 70.94±0.04 37.24±0.17 8.76±0.13 2.04±0.05

D
ee

pS
ee

k-
R

1-
8B

LoRA E 23.89±0.27 7.57±0.30 18.48±0.30 39.34±0.32 63.60±0.24 31.49±0.34 −50.45±2.83 24.56±1.15

MTL-LoRA E,O 26.81±1.84 8.41±0.40 19.60±1.15 39.03±0.16 65.02±0.42 32.58±1.08 −38.60±0.76
25.44±0.10

E,W 26.53±0.79 9.77±0.86 18.97±0.73 39.47±0.49 65.37±0.23 32.14±0.83 −49.42±0.94 21.95±0.85

E,O,W 29.83±0.04 11.18±0.04 21.13±0.07 36.58±0.00 67.35±0.00 33.51±0.06 −46.02±0.00 4.32±0.00

(b) Performance on ETR-fr-politic test set.

Table 6: Performance comparison across prompting methods (zero-shot, Chain-of-Thought, RAG) and
fine-tuning strategies (LoRA, Multi-task LoRA) on three tasks: ETR-fr (E), OrangeSum (O) and WikiLarge FR
(W), using Mistral-7B, LlaMA-3-8B and DeepSeek-R1-8B models. Metrics: ROUGE-1/2/L, SARI, BERTScore-F1,
composite SRB score, compression ratio, and lexical novelty. Results are presented as mean ± standard deviation.
Best overall results are shown in bold, and best results for each model are underlined.
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strong fluency and relevance. MTL-LoRA slightly1885

improves grammaticality, but this does not translate1886

to gains in perceived overall quality.1887

In the political domain, quality metrics decline,1888

consistent with the ETR scores. RAG trained on1889

E and W maintains robust fluency and coherence,1890

achieving the best overall quality score (3.76). In1891

contrast, MTL-LoRA’s performance degrades no-1892

tably in global quality (2.62), despite competitive1893

scores in coherence and relevance, suggesting po-1894

tential trade-offs introduced by multitask learning1895

in more nuanced domains.1896

Summary. These results highlight RAG’s robust-1897

ness across both explanation and linguistic quality1898

metrics, particularly when trained jointly on E and1899

W. The consistent underperformance in illustration1900

generation across all models indicates a need for1901

future work on grounded or multimodal explana-1902

tion strategies, especially in high-stakes domains1903

like politics.1904

D.3 Comparison of Ground Truth and1905

Generated ETR Outputs1906

The table 9 presents a detailed comparison of differ-1907

ent model configurations (Mistral-7B and LlaMA-1908

8B), training methods (RAG, LoRA, MTL-LoRA),1909

and task combinations (E: Explanation, O: Obser-1910

vation, W: Writing). Metrics include the average1911

number of words and sentences, sentence length,1912

KMRE (higher is better), novelty, and compression1913

ratio.1914

Overall, models trained with MTL-LoRA tend1915

to generate more concise outputs while maintain-1916

ing strong performance in terms of KMRE. For in-1917

stance, LlaMA-8B + MTL-LoRA (E,W) achieves1918

the highest KMRE score (102.98) and the highest1919

novelty (33.05), indicating its ability to produce1920

informative and diverse content.1921

RAG-based methods generally generate longer1922

texts, with higher sentence lengths (up to 11.071923

words on average for LlaMA-8B + RAG (E,O,W)),1924

but often at the expense of novelty. This suggests1925

that RAG relies more heavily on retrieved content,1926

which may reduce the originality of generated text.1927

Compared to the ground truth, the generated1928

texts generally contain more words and exhibit1929

equal or greater sentence lengths. Notably, the1930

MTL-LoRA configurations achieve higher com-1931

pression ratios, highlighting their ability to effec-1932

tively condense information. While no method1933

fully replicates the characteristics of the test set,1934

defined by its notably short sentences and high 1935

compression. LlaMA-8B MTL-LoRA trained on 1936

Wikilarge (W) and ETR-fr (E) yields outputs that 1937

most closely resemble the test set in terms of both 1938

compression and sentence structure. 1939

E Human Evaluation Questions 1940

Table 10 presents a comprehensive set of human 1941

evaluation questions based on the ETR European 1942

guidelines, organized into four key categories: 1943

Information Choice, Sentence Construction and 1944

Word Choice, Illustrations, and Overall Quality. 1945

Each category includes multiple criteria designed 1946

to assess the clarity, structure, and accessibility of 1947

information provided in a text. For example, the 1948

Information Choice section evaluates whether es- 1949

sential information is prioritized, logically ordered, 1950

and clearly grouped. Sentence Construction and 1951

Word Choice emphasizes linguistic simplicity, clar- 1952

ity, and consistency, discouraging complex vocabu- 1953

lary, metaphors, or abbreviations unless adequately 1954

explained. The Illustrations section assesses the 1955

use of relatable examples to clarify abstract ideas, 1956

while the Quality section covers fluency, grammar, 1957

factual correctness, coherence, and other aspects 1958

of textual integrity. These criteria serve as a struc- 1959

tured framework to ensure texts are understandable, 1960

reader-friendly, and fit for purpose. 1961
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Method Task Informations Words Sentences Illustrations Global

ETR-fr

L
la

M
A

-3
-8

B LoRA E 0.89±0.08 0.94±0.04 0.91±0.05 0.38±0.40 0.91±0.04
MTL-LoRA E,O,W 0.88±0.06 0.89±0.07 0.93±0.04 0.50±0.65 0.89±0.04

RAG E 0.88±0.07 0.92±0.05 0.89±0.04 0.40±0.52 0.89±0.04
E,W 0.91±0.05 0.88±0.07 0.92±0.04 0.50±0.44 0.89±0.04

ETR-fr-politic

L
la

M
A

-3
-8

B LoRA E 0.77±0.14 0.66±0.11 0.79±0.11 0.15±0.24 0.73±0.08
MTL-LoRA E,O,W 0.69±0.13 0.59±0.11 0.65±0.12 0.27±0.27 0.64±0.08

RAG E 0.82±0.09 0.74±0.10 0.86±0.07 0.10±0.23 0.78±0.05
E,W 0.87±0.06 0.75±0.09 0.85±0.08 0.40±0.37 0.80±0.06

Table 7: Human evaluation of generations based on ETR guideline criteria, comparing various methods on the
ETR-fr and ETR-fr-politic test sets using their optimal ICL and MTL configurations. Each method is evaluated along
four explanation dimensions: Informations (information selection), Words (lexical choice), Sentences (sentence
construction), Illustrations, and Global representing the overall quality score. Training tasks are abbreviated as E
(ETR-fr), O (OrangeSum), and W (WikiLarge FR). Reported scores are means with 95% confidence intervals.

Method Task Fluency Grammar Relevance Coherence Overall Quality

ETR-fr

L
la

M
A

-3
-8

B LoRA E 4.29±0.26 4.57±0.23 3.95±0.39 4.24±0.32 3.95±0.37
MTL-LoRA E,O,W 4.33±0.33 4.67±0.22 4.10±0.38 4.14±0.39 3.95±0.44

RAG E 4.43±0.27 4.71±0.21 4.24±0.38 4.43±0.34 4.24±0.35
E,W 4.43±0.23 4.57±0.23 4.43±0.34 4.52±0.27 3.95±0.34

ETR-fr-politic

L
la

M
A

-3
-8

B LoRA E 3.90±0.52 4.43±0.42 4.24±0.43 4.24±0.45 3.14±0.62
MTL-LoRA E,O,W 3.81±0.45 4.48±0.34 4.40±0.38 4.52±0.23 2.62±0.55

RAG E 4.24±0.38 4.48±0.34 4.10±0.35 4.33±0.30 3.45±0.44
E,W 4.33±0.33 4.57±0.23 4.29±0.29 4.43±0.27 3.76±0.40

Table 8: Human ratings of fluency, grammar, relevance, coherence, and overall quality for different methods
evaluated on the ETR-fr and ETR-fr-politic test sets, using their optimal ICL and MTL configurations. Training
tasks are abbreviated as E (ETR-fr), O (OrangeSum), and W (WikiLarge FR). Scores are reported as means with
95% confidence intervals.
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Method Tasks # Words # Sentences Sentence length KMRE ↑ Novelty Comp. ratio

Ground Truth Test Set 40.26 8.91 4.64 102.99 55.01 65.19

M
is

tr
al

-7
B RAG E 66.38 7.70 8.76 99.77 26.55 44.32

E,O 60.91 6.13 10.05 97.21 26.61 48.45
E,W 80.74 7.83 10.67 97.37 23.01 33.80
E,O,W 62.45 6.15 10.25 97.62 25.85 46.42

L
la

M
A

-8
B RAG E 63.72 7.87 8.38 101.70 27.14 46.18

E,O 74.19 7.57 9.92 97.45 24.29 39.22
E,W 69.72 7.64 9.49 100.34 25.26 41.89
E,O,W 87.17 8.40 11.07 97.48 23.69 25.94

M
is

tr
al

-7
B LoRA E 65.55 9.26 7.73 101.20 18.35 44.42

MTL-LoRA E,O 56.75 8.25 7.38 102.61 24.17 53.48
E,W 54.08 9.28 6.46 104.23 24.99 53.62
E,O,W 60.08 8.81 7.23 101.80 23.38 48.93

L
la

M
A

-8
B LoRA E 56.96 8.64 7.62 100.93 18.87 50.66

MTL-LoRA E,O 60.08 9.87 7.00 100.84 23.06 51.36
E,W 50.09 9.19 6.50 102.98 33.05 56.11
E,O,W 54.06 8.77 7.42 101.35 24.39 53.24

Table 9: Comparison of different model configurations (Mistral-7B and LlaMA-8B) and training methods (RAG,
LoRA, MTL-LoRA) across various task combinations (E: ETR-fr, O: OrangeSum, W: WikiLarge FR). The metrics
include word count, sentence count, average sentence length, KMRE (higher is better), novelty, and compression
ratio. Ground truth statistics from the test set are also provided for reference.
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Rewrite this text by following the principles of clarity and accessibility below:
– Provide only essential information. Avoid information overload.
– Present the information in a logical and easy-to-follow order.
– Highlight the main message right from the start.
– Group related information together.
– Repeat important information if it helps understanding.
– Use short and simple sentences.
– Choose easy-to-understand words.
– Clearly explain difficult words, and repeat the explanation if needed.
– Use language appropriate for the intended audience.
– Use the same word to refer to the same thing throughout the text.
– Avoid abstract ideas, metaphors, and complex comparisons.
– Don’t use foreign or obscure words without explanation.
– Avoid contractions and texting-style language.
– Speak directly to the reader in a clear and accessible way.
– Ensure that pronouns are always clear and unambiguous.
– Prefer positive phrasing over negative.
– Use the active voice as much as possible.
– Choose simple punctuation.
– Use bullet points or numbers for lists, not commas.
– Write numbers as digits (e.g., 1, 2, 3), not in words.
– Explain acronyms the first time they appear.
– Don’t use unexplained abbreviations.
– Write dates out in full for better clarity.
– Limit use of percentages or large numbers, and explain them simply.
– Don’t use unnecessary special characters.
– Use concrete examples to explain complex ideas.
– Prefer examples from everyday life.
###Input: <input_text>
###Output:

(a) Zero Shot Prompt
Rewrite this text by following the principles of clarity and accessibility below:
– Provide only essential information. Avoid information overload.
– Present the information in a logical and easy-to-follow order.
– Highlight the main message right from the start.
– Group related information together.
– Repeat important information if it helps understanding.
– Use short and simple sentences.
– Choose easy-to-understand words.
– Clearly explain difficult words, and repeat the explanation if needed.
– Use language appropriate for the intended audience.
– Use the same word to refer to the same thing throughout the text.
– Avoid abstract ideas, metaphors, and complex comparisons.
– Don’t use foreign or obscure words without explanation.
– Avoid contractions and texting-style language.
– Speak directly to the reader in a clear and accessible way.
– Ensure that pronouns are always clear and unambiguous.
– Prefer positive phrasing over negative.
– Use the active voice as much as possible.
– Choose simple punctuation.
– Use bullet points or numbers for lists, not commas.
– Write numbers as digits (e.g., 1, 2, 3), not in words.
– Explain acronyms the first time they appear.
– Don’t use unexplained abbreviations.
– Write dates out in full for better clarity.
– Limit use of percentages or large numbers, and explain them simply.
– Don’t use unnecessary special characters.
– Use concrete examples to explain complex ideas.
– Prefer examples from everyday life.
###Exemple 1
Task: <task_name>
Input: <example_input>
Output: <example_output>
...
Complete the following example:
Task: ETR
Input: <input_text>
Output:

(b) Few Shot Prompt
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1. Analyze the text to identify what can be simplified or clarified.
2. Briefly note the points that need improvement (syntax, vocabulary, structure...).
3. Rewrite the text by applying the following guidelines:
– Provide only essential information. Avoid information overload.
– Present the information in a logical and easy-to-follow order.
– Highlight the main message right from the start.
– Group related information together.
– Repeat important information if it helps understanding.
– Use short and simple sentences.
– Choose easy-to-understand words.
– Clearly explain difficult words, and repeat the explanation if needed.
– Use language appropriate for the intended audience.
– Use the same word to refer to the same thing throughout the text.
– Avoid abstract ideas, metaphors, and complex comparisons.
– Don’t use foreign or obscure words without explanation.
– Avoid contractions and texting-style language.
– Speak directly to the reader in a clear and accessible way.
– Ensure that pronouns are always clear and unambiguous.
– Prefer positive phrasing over negative.
– Use the active voice as much as possible.
– Choose simple punctuation.
– Use bullet points or numbers for lists, not commas.
– Write numbers as digits (e.g., 1, 2, 3), not in words.
– Explain acronyms the first time they appear.
– Don’t use unexplained abbreviations.
– Write dates out in full for better clarity.
– Limit use of percentages or large numbers, and explain them simply.
– Don’t use unnecessary special characters.
– Use concrete examples to explain complex ideas.
– Prefer examples from everyday life.
Start by reasoning step by step, then finish by providing the final version.
###Input: <input_text>
###Output:

(c) Chain of Thought Prompt

Figure 6: Zero Shot, Chain of Thought and Few Shot Prompts
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Information Choice Code Description

Information Choice

CI3 Providing too much information can create confusion. Only im-
portant information should be given. Is this criterion met?

CI4 Are the pieces of information placed in an order that is easy to
follow and understand?

CI5 Is the main information easy to find?
CI6 Are pieces of information about the same topic grouped together?
CI8 Are important pieces of information repeated?

Sentence construction
and word choice

CPM1 Are the sentences short?
CPM2 Are the words easy to understand?
CPM3 Are difficult words clearly explained when you use them?
CPM4 Are difficult words explained more than once?
CPM5 Is the language used the most suitable for the people who will use

the information?
CPM6 Is the same word used throughout the document to describe the

same thing?
CPM7 Difficult and abstract ideas like metaphors should not be used. Is

this criterion met?
CPM8 Uncommon words in a foreign language should not be used. Is

this criterion met?
CPM9 Contracted words, like text messaging slang, should not be used.

Is this criterion met?
CPM10 Does the author address directly the people for whom the informa-

tion is intended?
CPM11 Can you easily identify to whom or what the pronouns correspond?
CPM12 Are positive sentences rather than negative ones used whenever

possible?
CPM13 Is the active voice used instead of the passive voice whenever

possible?
CPM14 Is the punctuation simple?
CPM15 Are bullets or numbers used instead of lists of words separated by

commas?
CPM16 Are numbers written in digits (1, 2, 3) rather than words?
CPM17 Acronyms should be avoided or explained when used. Is this

criterion met?
CPM18 Abbreviations should not be used. Is this criterion met?
CPM19 Are dates written out in full?
CPM20 The use of percentages or large numbers should be limited and

always explained. Is this criterion met?
CPM21 Special characters should not be used. Is this criterion met?

Illustrations
I1 Are there examples to illustrate complex ideas?
I2 Are examples, as much as possible, drawn from everyday life?

Quality

CA1 Language fluency
CA2 Grammar / Spelling
CA3 Factual accuracy
CA4 Textual coherence
CA5 Presence of copies from the original text?
CA6 Presence of chaotic repetitions?
CA7 Presence of hallucinations?
CA8 Overall perceived quality

Table 10: Evaluation criteria, extracted from ETR European guidelines, for information clarity, sentence construction,
illustrations, and quality.
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